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Abstract 
The Facility for Rare Isotope Beams (FRIB) 

superconducting (SC) radio-frequency (RF) driver linac is 
designed to accelerate all stable ions, including uranium, to 
energies above 200 MeV/u.  The linac includes 46 
cryomodules (CMs) containing 104 quarter-wave 
resonators (QWRs) and 220 half-wave resonators (HWRs).  
With the newly-commissioned refrigeration system 
supplying liquid helium to the QWR and SC solenoids, 
heavy ion beams including Ne, Ar, Kr, and Xe were 
accelerated to > 20 MeV/u in the first linac segment (LS1), 
using 15 CMs containing 104 QWRs (β = 0.041 and 0.085) 
and 39 solenoids.  Even at this intermediate stage, the FRIB 
accelerator has already become the world’s highest-energy 
continuous-wave (CW) hadron linac [1].  Installation of 
HWR CMs (β = 0.29 and 0.53) is proceeding in parallel.  
Development of β = 0.65 elliptical resonators is on-going 
to support an energy upgrade to 400 MeV/u.  This paper 
summarizes the FRIB SC-linac installation and phased 
commissioning status that is on schedule and on budget. 

INTRODUCTION 
The Facility for Rare Isotope Beams (FRIB) driver linac 

uses SRF technology to accelerate CW or pulsed beams of 
stable ions, from hydrogen to uranium, from 0.5 MeV/u to 
200 MeV/u, with upgrade potential to 400 MeV/u [2]. 
Four types of accelerating cryomodules (CMs) are used, all 
operating at 2 K: β = 0.041 and 0.085 QWRs at 80.5 MHz, 
and β = 0.29 and 0.53 HWRs at 322 MHz (Fig. 1).  The 
CMs also contain SC solenoid packages operating at 4.5 K 
for transverse focusing and steering. 

Strategically-designed segmentation in the cryo-
distribution system facilitates phased commissioning with 

parallel installation and maximizes machine availability 
and maintainability.  The helium refrigeration system feeds 
cryogens through four separated distribution lines, one for 
each of the three linac segments (LS1 to LS3) and the 
fourth for the experiment systems (ES) area.  U-tube 
connections allow for flexible and robust configuration 
changes.  Each CM is connected to via U-tubes, allowing 
independent cool-down and warm-up of each CM.  The 
segmented design provides the flexibility needed for 
phased commissioning: LS1 (Fig. 1, red) remains cold 
since April 2019 after beam commissioning; LS2 (Fig. 1, 
blue) is being cooled down in preparation for beam 
commissioning; LS3 (Fig. 1, green) is under fabrication 
and installation; and the ES (Fig. 1, brown) area cryogenic 
and magnet systems are still being designed (Table 1). 

Figure 1: Schematic layout of the FRIB accelerator 
complex.  The primary beam is generated from the front 
end and accelerated through linac segment 1 (LS1), folding 
segment 1 (FS1), LS2, FS2, and LS3, then strikes the 
production target for rare isotope production of fast, 
stopped, and reaccelerated beams. 
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An innovative “bottom-up” cryomodule design 
facilitates the mass production required for the SC-linac 
CMs.  The cold mass is mounted on supporting posts on 
linear roller bearings to streamline CM assembly and 
alignment [3, 4].  The cryogenic headers are suspended 
from the top for microphonics suppression.  Local 
magnetic shielding allows the solenoids to operate at ~ 8 T 
without compromising the resonator performance. 

Rigorous acceptance testing is employed to ensure 
quality accelerator components for rapid beam 
commissioning.  Extensive development work and pre-
production prototyping were done for both sub-
components (cavities, couplers, tuners, solenoids) and 
CMs.  Subsequently, all production subcomponents are 
tested before assembly onto a cold mass.  Each assembled 
cryomodule is bunker tested before tunnel installation [5]. 
Table 1: Stages of Accelerator Readiness (ARR) for the 
Phased Beam Commissioning of the FRIB Accelerator 

ARR 
Phase 

 
Area with beam 

Energy 
MeV/u 

 
Date 

1 Front end 0.5 Jul 2017 
2  = 0.041 2 May 2018 
3  = 0.085 (LS1) 20 Feb 2019 
4  = 0.29, 0.53 (LS2) 200 Mar 2020 
5 +  = 0.53 (LS3) >200 Dec 2020 
6 + target, beam dump >200 Sep 2021 
Final integration with NSCL >200 Jun 2022 

DESIGN AND CONSTRUCTION 
Helium Refrigeration System 

The initial plan of a “turn-key” approach for the 
cryogenic helium system from industry exposed the project 
to serious risks in budget and scope.  The approach failed 
since a large-scale, non-standard system is not a 
manufacturer’s standard product; many required 
subsystems are not the primary contractor’s expertise.  This 
lead FRIB to utilize the design and operations experience 
of JLab and SNS and to acquire expertise accordingly to 
form an in-house team.  

The FRIB cryogenic system, integrating the cryo-plant 
(Fig. 2), cryo-distribution, and cryomodules is based on a 
modular design to support phased installation and 
commissioning.  At the cryogenic plant level, the 
distribution system is divided into four main branches, as 
shown in Figure 1.  All interfaces between the cryo-plant 
and the four main distribution branch lines are connected 
using a pair of cryogenic couplings that are connected by a 
removable inverted U-tubes with ambient temperature 
valves for isolation when U-tubes are removed.  Each 
cryogenic load is also connected to the main distribution 
with U-tubes for each circuit (i.e., 4.5 K helium supply, 4.5 
K helium return, shield supply, shield return, sub-
atmospheric return, etc.).  The cryo-plant uses the Ganni 
floating pressure process, allowing both the compressor 
discharge and 4.5 K cold box supply pressure to 
automatically vary from 6 to 21 bar without introducing 

additional loads or exergetic losses [6].  This allows for 
efficient operation with reduced loads during 
commissioning or as dictated by operational needs, since 
the main compressor input power is mainly proportional to 
the supply pressure to the cold box.  The main compressor 
skid design was developed for the NASA James Webb 
project.  The 2 K (31 mbar) load is supported using five 
stages of centrifugal cryogenic compressors, housed within 
the sub-atmospheric cold box that recompress the helium 
to 1.15 bar (~ 30 K), with reinjection of the discharge into 
the 4.5 K cold box.  The 4.5 K cold box is comprised of 
two separate vacuum-insulated vessels, a vertical one that 
spans from 300 K to 60 K and a horizontal one housing 
seven turbines with four expansion stages and a sub cooler.  
This cold box has an equivalent 4.5 K refrigeration 
capacity of 18 kW. 

Most of the subsystems were designed by the FRIB 
cryogenic design team consisting of members from JLab 
and MSU, and procured from the industry as build-to-print. 
The team is also responsible for the planning, integration, 
installation, controls, commissioning, and operations of the 
entire system.  Careful planning and execution avoided the 
need to store or “double-handle” any equipment.  The 
4.5 K refrigeration system, operating with the main 
compressors, met all the design goals and has been 
continuously operating since April 2018, efficiently 
supporting the phased commissioning of the SC-linac.  
Similarly, the 2 K system was tested in December 2018 and 
met all the design goals for linac operations. 

 

Figure 2: FRIB cryoplant operating at both 4.5 K and 2 K 
temperatures. 

Quarter-wave Resonator Cryomodules 
SRF cryomodules are designed to accelerate CW ion 

beams starting from 0.5 MeV/u energy.  LS1 uses 15 QWR 
cryomodules containing 104 QWRs of β = 0.041 and 0.085 
and 39 solenoids to accelerate the beam through the charge 
stripper to the beam dump at FS1 (Figs. 1 and 3). 

FRIB superconducting resonators are double-wall, 
coaxial cavities made of bulk niobium and surrounded by 
a titanium He vessel [7].  To meet the FRIB construction 
and long-term operation needs, the design philosophy aims 
at a good balance between high reliability and 
performance, easy production and assembly, and low cost.  
Design complications have been carefully avoided.  The Ti 
vessel is a fundamental component of the structure and 
contributes to its mechanical stability.  Nb and Ti are 
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directly welded together.  The cavity preparation includes 
a bulk etch (BCP), 650 °C thermal treatment followed by a 
light etch, and high-pressure water rinsing in a clean room.  
Following our test results, we decided to apply 120 °C 
baking only to the ReA QWRs (operating at 4.5 K) but not 
for the FRIB cavities operating at 2 K, as no real 
improvement was observed after baking.  Cavity final 
frequency adjustment includes plastic deformation, 
differential etching and virtual welding when needed. 

 

 
Figure 3: Photograph of the FRIB tunnel during ARR3 
beam commissioning.  The beams down from the vertical 
LEBT are accelerated through the RFQ and the LS1 QWR 
cryomodules to the beam dump at the end of LS1. 

Cavity development work intensified in 2011, prompted 
by an unforeseen lack of performance of the first lot of β = 
0.085 QWRs.  A systematic testing campaign finally 
identified a subtle flaw in the first generation QWR design: 
where a combination of design choices was leading to 
overheating, bad rf contact and problematic differential 
contraction [8].  All cavity designs, including HWRs, were 
thoroughly revised.  For the QWRs, the rf couplers were 
moved from the tuning plate to the side; the tuning plate 
was moved further away from the inner conductor, and the 
bottom flange design and materials were changed.  This 
solved the design problems, and eight underperforming 
QWRs were fully recovered and installed in the ReA linac.  
In addition, the electromagnetic, cryogenic and mechanical 
design of all cavities were re-optimized, improving their 
performance and allowing a slight reduction of in the 
cavity count and a larger safety margin for performance.  
The initial rather complex HWR tuner was replaced by an 
Argonne-type pneumatic one [9], with a newly designed 
interface to the cavity which allows for easy installation in 
the tight space available between cavities after cold mass 
assembly.  The fundamental power couplers (FPCs) for the 
QWRs and HWRs were modified and upgraded.  An 
Argonne-style 4 kW double window adjustable FPC 
design was adopted for QWRs; in the SNS-type, single-
window FPC used for HWRs, the impedance profile was 
modified to reduce multipacting conditioning time.  The 
resonator construction and tuning procedures, surface 
processing, and thermal treatments were updated as well.  
A rigorous validation procedure, including integrated 
resonator testing in operation-like conditions, was set up 
and enforced in the production chain.  This rather intensive 
campaign required a considerable effort, but succeeded in 
meeting all FRIB requirements in due time.  

 The cryomodule design converged to a single approach 
for all cavity types after testing of the first generation, “top-
down” QWR and HWR cryomodule prototypes.   In the 
first generation, the assembly time was found to exceed by 
far the time allocated in the FRIB schedule.  The new 
“bottom-up” design [10] allows for an easier, faster and 
more reproducible assembly procedure, and gives better 
access to cavities and ancillaries during critical assembly 
steps (Fig. 4).  The rather long cold mass alignment rails, 
split in two or three independent sections to limit thermal 
displacements, sit on short G10 posts which stand directly 
on the cryomodule baseplate, which supports all rf, 
cryogenic and beam vacuum interfaces.  A clever system 
of linear bearings placed in between posts and rails 
provides automatic alignment of the cold mass to the beam 
axis during cool-down with excellent precision and 
reproducibility.  The cryomodule top cover has only the 
functions of vacuum vessel and of stiff support for the 
helium reservoir.  To validate the new design and the 
required long O-ring seal with 3-way connections, a special 
cryomodule mockup (“engineering test cryomodule,” 
ETCM) was built and tested to verify the kinematic support 
and post-cool-down alignment accuracy.  

 
Figure 4: Partially assembled β = 0.53 cryomodule.  The 
base-plate, alignment rails, thermal shield, cryogenic 
headers, and cryogen connections are visible. 

INSTALLATION AND PREPARATION 
Installation and system integration must be completed 

before device readiness reviews (DRR) are conducted; 
after DRR, integrated tests are done, followed by 
accelerator readiness reviews (ARR) prior to beam 
commissioning.  Each DRR consists of device hazard and 
device operation reviews.  These activities are concerted 
for each phase of commissioning listed in Table 1.  

Personnel Protection System 
Personnel protection systems include oxygen deficiency 
hazard (ODH) control, the access control system (ACS), 
and the radiation control system (RCS) [11].  The ODH 
control system is sequentially deployed in the cryoplant 
building before the cryoplant commissioning, in the linac 
tunnel before cooling down, and in the service building 
above the tunnel due to unsealed conduits.  The ACS is 
deployed before high power RF conditioning of SRF 
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cavities.  The RCS is deployed in steps according to the 
beam energy during beam commissioning (Table 1).  

Cryo-Distribution Installation 
The cryomodule has loads at 3 different temperatures, 

requiring 5 process circuits in the distribution system: a 
4.5 K supply (for cryomodules and SC magnets), a 4.5 K 
return (1.2 bar, for SC magnets), a 4 K return (0.03 bar, 2 K 
flow from cryomodules after energy exchange with the 4 
K supply flow in the 2 K – 4 K heat exchanger), a 40 K 
shield supply, and 55 K shield return.  The goal is to 
maintain flexibility to connect or disconnect any cryogenic 
load at any time to support installation, phased 
commissioning, and maintenance.  Each linac segment has 
cryogenic coupling U-tube interface at the cryogenic plant, 
a shaft transfer line from the cryoplant to the tunnel, a 
horizontal line to a tee for each segment and a connection 
for each cryomodule on either side of the tee.  Figure 5 
shows the LS1 cryo-distribution scheme.  The design for 
the cryogenic line with cryogenic couplings and cryogenic 
control valves was standardized.  Forty-six of these 
sections were procured from industry and are being 
installed in the three linac segments to interface with the 
cryomodules [12].  

 
Figure 5: Cryo-distribution schematic for LS1. 

Cryomodule Tests and Transportation 
Jacketed FRIB resonators are etched, rinsed, and Dewar 

tested at MSU [13 - 15].  After Dewar certification testing, 
the resonators and RF couplers are installed onto a cold 
mass [16] and assembled into a cryomodule.  Each 
cryomodule undergoes cryogenic and RF testing at MSU 
before installation into the FRIB tunnel.  Cryomodule 
testing [17] verifies operation of the cavities, couplers [18], 
tuners [10], solenoid packages [19, 20], magnetic shield, 
and thermal shield at 4.3 K and 2 K. 
 Detailed procedures have been developed to move the 
cryomodules safely [4, 21], though the risk is relatively low 
since the FRIB CMs are assembled and bunker tested in 
house, ~ 100 m from the final installed locations.  The CMs 
are transported with the beam line/cavity space under 
vacuum and with the insulating space vented to nitrogen 
gas.  The beam line vacuum is actively pumped with a 
battery-powered ion-getter pump when the CM is being 
moved.  Accelerometers are attached to the CMs for their 
journey from the test bunker to the linac tunnel.  CMs are 
moved between buildings on a truck; they are lowered into 

the tunnel with a crane.  They are moved into their final 
position in the tunnel on wheels, using a self-propelled 
crawler drive.  Once the CM is in its final position, the 
wheels are replaced with stationary supports.  The supports 
allow for fine adjustment of the position for cryomodule 
alignment [5]. 

Survey and Alignment 
The “bottom-up” design and assembly approach for 

achieving internal alignment of cavities and solenoids 
within each cryomodule provides most of the internal cold 
mass alignment with minimal manual intervention.  This 
technique saves assembly time and proves suitable for 
mass production.  Cavity and solenoid fiducials are 
measured at room temperature during assembly and related 
to baseplate fiducials before cold mass visibility is lost due 
to installation of the vacuum cover.  Thermal offset 
corrections are applied to the room temperature CM 
assembly measurements to account for the effect of cool-
down.  A least-squares best fit line through the magnetic 
centers of the solenoids is used to characterize the primary 
axis to align each CM.  Figure 6 shows the expected cavity 
and solenoid as-aligned positions from the ideal beam 
trajectory considering: (i) solenoid mapping magnetic 
offset data; (ii) cavity and solenoid fiducialization data; 
(iii) assembly measurements relating cavity and solenoid 
fiducials to CM baseplate fiducials; (iv) cool down offset 
corrections; (v) measured baseplate distortion between 
assembly, vacuum cover installation, transport; (vi) as-
aligned baseplate fiducial measurements.  The expected 
cavity and solenoid position deviations are 0.29  0.16 mm 
and 0.42  0.20 mm, respectively.  Solenoid alignment is 
prioritized to minimize mis-steering.  

LS1 alignment was validated and quantified during 
beam commissioning, which only required 25% of 
available corrective dipole current to steer the beam on-
axis within  1 mm.  The alignment procedures consist of 
fiducializing each beam component during assembly, 
establishing a robustly-measured network of survey 
monuments surrounding the beam line, and positioning 
beam components on the theoretical beam line with sub-
millimeter placement tolerance by referencing component 
fiducials relative to the monument network.  

 

 
Figure 6: Expected LS1 cavity and solenoid as-aligned 
vertical displacements from the ideal beam trajectory. 
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Cryo-Distribution and Cryomodule Cool-Down 
The integrated LS1 cryo-distribution was first cooled to 

operating temperatures.  Subsequently, the cryo-
distribution was connected to the first 3 cryomodules by U-
tubes and the CMs were cooled to operating temperatures.  
The beam was accelerated through these 3 cryomodules in 
ARR2, establishing the base line for the beam operations.  
Later, the remaining 12 CMs of LS1 were connected to the 
cryo-distribution and cooled to operating temperatures 
with the first 3 CMs still cold.  Presently, LS2 and LS3 are 
connected to their respective tee sections, the shaft 
sections, and the cryogenic coupling sections in the cold 
box room.  The LS2 transfer line has been cooled and 
supported the commissioning of the first SC dipole magnet 
at the East end of the LS2 transfer line, which is ready for 
CM connections. 

Microphonics Mitigation 
Because of the narrow bandwidth of SRF cavities, 

microphonic excitation is a potential show-stopper.  Hence 
microphonic mitigations were implemented starting at the 
system design stage for both cryogenics and cryomodules.  
In addition to a careful cavity and CM design, several 
specific features were incorporated: (i) all QWRs were 
equipped with mechanical dampers; (ii) the long helium 
headers in the CMs were firmly connected to the CM top 
covers to efficiently suppress their low-frequency 
mechanical modes; (iii) the 2 K operation temperature was 
extended—for the first time in a SC linac, and without 
significant loss of overall cryogenic efficiency—to the 
QWR section to reduce helium bath pressure fluctuations 
and related microphonics by more than one order of 
magnitude.  Smooth operation of tuners and cryogenic 
valves was adopted as well.  

Suppression of cryogenic compressor vibration is 
monitored by tunnel measurements of the vibration 
spectrum (Fig. 7).  The results indicate that we are able to 
meet the requirement of < 40 nm rms amplitude over the 
relevant frequency range.  In the initial cool-down some 
SRF cavity locking issues were observed.  These were 
promptly resolved by iterative improvements in the valve 
control logic and by provisions for 1.6 bar liquid helium 
from a 10k liter Dewar, instead of from the 3 bar super-
critical supply. 

 
Figure 7: Measured tunnel vibration after the turn on of the 
cryoplant compressors. 

Device Energization and RF Conditioning 
The smooth SRF commissioning was possible only 

because extensive tests were first conducted on individual 
components and then on integrated systems to resolve 
potential issues.  For example, slow frequency tuner 
operation and microphonics were checked in LLRF 
integration tests [22]; the frequency-tracking circulator 
integrated in the RF amplifier was tested in amplifier tests 
[23].  High-power RF operation of the cavities started with 
RF interlock tests and field calibration checks, followed by 
multipacting conditioning and field emission X-rays 
checks.  Multipacting conditioning took about 1 hour per 
cryomodule (with up to 8 cavities), as multiple cavities can 
be simultaneously conditioned while keeping the dynamic 
load into the helium bath at a moderate level.  No cavities 
had high field emission X-rays, so no field emission 
conditioning was performed.  In addition, there were no 
measurable changes in the field emission X-rays before 
and after opening the beam line gate valves [22].  After all 
of the tests, checks, and measurements, stable amplitude 
and phase lock at the design field was demonstrated along 
with operation of the slow frequency tuner. 

During CM commissioning, all SC solenoids and 
correctors were energized to ~ 80% of the full design 
current while PID control parameters were optimized on 
the helium gas flow for cooling the current leads.  During 
beam commissioning, solenoids were set at 20 to 70% of 
the full field (8 T), and correctors were set at ~ 10% of full 
field for beam tuning.  The SC magnet packages had no 
quenches during LS1 beam commissioning. 

Low-level RF Controls 
The FRIB LLRF controller is designed to accommodate 
various cavity and tuner types [23].  Using direct-sampling 
/ under-sampling allows the analog-to-digital converter 
(ADC) to sample RF signals of five different frequencies 
ranging from 40.25 MHz to 322 MHz with the same 
sampling frequency.  RF output synthesis is done using 
three RF board variations, each supporting two 
frequencies.  Two types of tuner boards of the same form 
factor are designed to drive 2-phase or 5-phase stepper 
motors for the QWR and multi-gap buncher (MGB), 
respectively, and to drive analog tuners (pneumatic valves 
for HWR, tuner error signal for RFQ).  Besides flexibility, 
other LLRF controller features include a digital self-
excited loop (SEL), allowing cavities to be driven with 
tuners unlocked; advanced control algorithms for high 
performance [24]; comprehensive external and internal 
interlocks to protect the cavities, amplifiers, and other 
equipment; and an auto-start procedure to automate cavity 
turn-on for efficient operation (Fig. 8). 

During ARR3 commissioning, over 100 SRF cavities 
were turned on and ready for beam in less than 30 minutes.  
Without beam, the amplitude and phase peak error were 
better than ± 0.1% and ± 0.2, respectively, well below the 
requirement of ±1% and ± 1.  At ~ 30% final peak current, 
the amplitude regulation is still better than ± 0.2%.  Beam 
loading effects on phase regulation are negligible. 
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Figure 8: Example of automated turn-on of QWR during 
ARR3 commissioning.  

Instrumentation and Machine Protection 
Beam instrumentation and diagnostics in LS1 consist of 
room temperature and cryogenic button-style BPMs [25], 
AC current transformers (ACCTs), halo monitor rings [26], 
fast thermometry sensors on the cryomodule beam pipe, 
and scintillator-based neutron monitors for beam loss 
detection.  Most signals are read by MicroTCA [27] for 
analysis and decision-making.  A mixture of commercial 
and in-house custom hardware and firmware are used to 
integrate global timing, RF clock, machine protection, and 
data acquisition and reporting [28, 29]. 

The beam pulse structure is generated by an electrostatic 
chopper in the Front End [30].  The chopper system 
provides the operator with a high-precision (to 12.4 ns) 
knob to tune the pulse duration and duty cycle, assisted by 
an FPGA-based chopper monitor.  Typically, beam 
commissioning is done with a 50 s pulse at 100 Hz, 
though higher duty cycles have been used for higher 
average power tests. 

The fast machine protection system safeguards the 
cryomodules and ensures that the operational safety 
envelope parameters are strictly observed [31, 32].  During 
low-power commissioning (beam power < 2 W), the 
ACCT network monitors the peak beam intensity as well 
as differential beam losses throughout LS1.  The beam is 
inhibited within 35 s upon over-power or power-loss-
over-threshold conditions (Fig. 9), or from fast events 
detected by the LLRF controllers [32].  During high-power 
operation, additional modalities of beam loss detection 
(halo rings, neutron monitors, etc.) provide additional 
layers of safety. 

 
Figure 9: Demonstration of fast machine protection with 
the differential current monitor signal. 

Control Software Deployment 
Control software packages are automatically built on a 
continuous integration cluster and deployed in a manner 
which is tightly integrated with FRIB’s information 
technology infrastructure management system [33].  This 
allows software to be deployed frequently and in a 
reproducible way, making it possible to address software 
development needs identified during beam commissioning 
in a timely manner. 

PHASED BEAM COMMISSIONING 
Phased beam commissioning started in 2017, three years 

after the start of FRIB technical construction (Critical 
Decision 3).  Each of the 7 commissioning phases, listed in 
Table 1, carries specific goals, and is preceded by an 
accelerator readiness review (ARR).  ARR1 established the 
commissioning team culture and integrated warm 
accelerator systems with newly-built civil infrastructure 
[34].  ARR2 integrated the cryogenic refrigeration system 
with the CMs and other accelerator systems.  ARR3 
transformed the accelerator tunnel into a radiation 
restricted area, with acceleration of multiple species and 
ion charge states to > 20 MeV/u.  ARR4 aims at fully 
commissioning the cryogenic system with both 4 K and 
2 K operations and accelerating ions to 200 MeV/u with 
both QWR and HWR CMs.  ARR5 marks the completion 
of linac commissioning and readiness to transfer beams to 
the experimental area. 

All 104 QWRs in the fifteen LS1 cryomodules met the 
design accelerating gradients (5.1 MV/m for β = 0.041 
QWRs and 5.6 MV/m for β = 0.085 QWR) with no field 
emission or multipacting issues [22].  The twelve β = 0.085 
CMs were commissioned at a rate of about 1 cryomodule 
per day with 8 hour shifts.  High-power RF operation of the 
LS1 SRF cavities was done at 4.5 K, a more challenging 
condition for microphonics than the baseline design (2 K).  

 
Figure 10: ARR3 beam commissioning in 2019 in the 
FRIB main control room. 

Linac Segment 1 Beam Commissioning 
LS1 beam commissioning (Fig. 10) met all goals ahead 

of the baseline schedule.  In ARR1 and ARR2, detailed 
studies of beam dynamics in the Front End and the first 
three cryomodules were done, as reported in Ref. [35]. 

For ARR3, three one-week beam shifts were scheduled 
from February to April 2019, alternating with ongoing 
equipment installation in the tunnel.  Starting with low 
beam power (< 2 W), we applied a phase scan procedure to 
all 104 SC cavities to accelerate an argon ion beam (40Ar9+) 
to 20.3 MeV/u.  The transverse beam dynamics were 
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verified by beam profile measurements and evaluation of 
the Courant-Snyder parameters and rms emittances.  
Beams of 20Ne6+, 86Kr17+ and 129Xe26+ were accelerated to 
20.3 MeV/u by simple scaling of all electromagnetic fields 
according to the charge-to-mass ratio relative to the 
settings for 40Ar9+.  The beam transmission through LS1 
was 100% for all beams with measurement uncertainty < 
1%.  The beam-charge-state distributions after the stripper 
were measured via a 45 bending magnet and charge-state 
selection slits. 

The maximum allowable beam power is limited to 
500 W by the air-cooled beam dump at folding segment 1 
(FS1).  We delivered high-power equivalent beam to the 
beam dump in two modes: pulsed and CW.  Initially, a 
pulsed Ar beam with peak intensity of 3.8 pA and 10% 
duty cycle was accelerated and delivered to the beam 
dump.  Then the peak intensity was increased to 14.8 pA 
which (30% of the FRIB design goal) at 3% duty factor.  In 
CW, a 0.36 pA beam of Ar was accelerated, which set a 
new world record for the highest-energy CW 
superconducting hadron linac. 

A number of accelerator physics tools were successfully 
tested, including central trajectory correction with the 
“optics response matrix” (ORM) method, phase scan and 
field calibration procedures, and on-line beam matching 
using profile monitor data.  Figure 11 shows signals in the 
beam position monitors (BPMs) along LS1 with manual 
tuning (top) and with ORM-based beam steering correction 
(bottom).  The ORM method allows for a significant 
reduction in the transverse displacement.  We used 133 A 
beam pulses of duration 6 ms to test the low-level RF 
(LLRF) system’s capacity to compensate for beam loading.  
The LLRF control system kept the cavity voltage constant 
with an accuracy of < 0.1%. 

 

 
Figure 11: Horizontal and vertical beam centroid positions 
for an Ar beam along LS1 measured by the BPMs after 

manual correction (top) and after ORM-based steering 
correction (bottom).  

Forthcoming Beam Commissioning 
ARR4, scheduled for March 2020, aims at 
accelerating heavy ion beams like Ar to about 200 
MeV/u using the 15 QWR CMs in LS1 and 24 HWR 
CMs in LS2 (12  = 0.29 CMs and 12  = 0.53 CMs).  
Subsequent ARRs aim at accelerating the primary 
beam with the remaining six HWR CMs, transporting 
the beam through the space reserved in LS3 for the 
FRIB energy upgrade, striking the production target, 
producing the rare-isotope secondary beam, and 
transporting through the new fragment separator and 
reconfigured experimental areas (Table 1).  

OPERATIONS COORDINATION 
Operations coordination is key to mitigate safety hazards 

during interlaced beam commissioning and installation.  
During commissioning shifts, the ACS prevents access into 
the shielded enclosure while the RCS interlock ensures that 
there is no prompt radiation through temporary 
penetrations, including the transport shaft and unsealed 
conduits.  Before the transition to an installation shift, a 
radiation survey is done and areas of radio-activation are 
secured.  During the installation shift, daily work control 
planning is implemented for all tasks in the linac tunnel, 
with specified locations, times, and personnel.  When 
switching back to commissioning, the operator-in-charge 
ensures that the operational conditions are restored and 
search-and-evict is conducted following the established 
procedures.    

MAINTENANCE INFRASTRUCTURE 
To facilitate future maintenance and development, a new 

1440 m2 cryogenic assembly building (CAB) is being 
constructed (Fig. 1) to provide additional space for 
development and production of cryogenic systems, 
cryomodules, and superconducting magnets.  The CAB is 
adjacent to the 2500 m2 “SRF Highbay” [36] which 
supports the production throughput of testing five 
resonators per week and one cryomodule per month.  In 
addition, an electro-polishing (EP) facility is being 
established to support the FRIB upgrade.  

SUMMARY 
Nearly five years after the start of technical construction, 

FRIB is progressing on schedule and on cost, with beam 
commissioning completed through the first 15 of 46 
superconducting cryomodules, and with heavy ions of Ne, 
Ar, Kr and Xe accelerated above 20 MeV/u.  The next 
phase of beam commissioning (ARR4) scheduled after 
March 2020 aims at accelerating these heavy ion beams to 
about 200 MeV/u using the 15 QWR CMs and 24 HWR 
CMs.  Operations for scientific users is expected to start as 
planned in 2022. 
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