Introduction
Indus-1 and Indus-2, the Synchrotron Radiation Source (SRS) facilities at RRCAT Indore are national facilities and being operated on
round the clock basis to provide synchrotron radiations to users as well as carrying out machine studies. Both of these accelerators are
widely distributed systems and employ many sub systems for their operation. These sub systems are also made up of heterogeneous type
of hardware and software modules. Indus-2 Control System is presently controlling approximately 10,000 input/output parameters for its
operation. To keep the whole system up and running the faults & failures encountered during machine operations are attended at site
and all observations and rectifications information are to be recorded electronically by the crewmembers. Fault Log Book (FLogbook) has
been concelved & developed to meet such needs. This web based software operates in the intranet environment over three tier software
architecture. It mainly uses JavaServer Pages (JSP), JavaBeans and SQL databases for designing its building blocks. Using relational
database features have been provided In the package for logging, emailing, searching & commenting the faults of various sub systems.
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[ Figure 1. FLogbook features
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[ Figure 2: FLogbook Modules
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Fault time: |15 7| [Aug x| [2012 =] |11 =] |54 ]

System Name:

IIndus—2 Vacuum System ;'

Device Name:

|Gauge LI

Fault description:

Reading of BAG-3I of Segment-1 i=s not coming ;I
proper. The wvalue being displayed on the computer
monitor in Control room is fluctuating.

Action taken:

IRead.baclc of the BAG-3 was checked at ECS5 end & it ;' LI

FLogbook In Action
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Fault Id: 64 [Feported by ladm on 2012-07-06 08:26:00.0]
System/Device: Other of Indus-1 BF System

Fault Description: Indusl beam got killed first due to which Indusl RF tripped with high reflected power of beam.This was checked by
logging data, beam killed first and RF got tripped after 20 secs this was recorded even in slow logging of SRS but may not be recorded many
times. So whenever high beam current > 80 mA gets killed the chances of Indusl RF tripp due to heavy reflection of beam power from RF
cavity are there. Persons:TQLC Shift crew

Action Taken: Indus] RF System is OK but Indus1 beam is getting killed Was reset by shift crew and put on again.
Commen ts:
a2

Fault Id: 65 [Reported by dheerajsharma on 2012-07-10 15:30:00.0]
System/Device: Other of Indus-2 BF Svstem
Fault Description: RF Station 1 tripped at 15-30 hrs. with FC/RC fault latched on interlock unit.

Action Taken: Station 1 was checked thoroughly, and problem in feedback control loop was observed and rectified. Station was tested for
full power operation and handed over for machine operation at 19:20 hrs.

Comments:
(1) (Please consider the fault fime as "4:00 pm", while logging the fault it was by mistake written as 3:30 pm) - by dheerajsharma
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[ Figure 3: Execution of a JSP
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[ Figure 4: FLogbook Deployment
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Fault Time:
2012-08-13 158:30

System Name:
Indus-1 WMFPZ System

Fault Description:

Arround 1830hrs it was alarmed for tripping of TL2 PS11.0n diagnosting it was found that GUI of MPS system hung. After reset and rerunning GL
MPS -1 beam got killed, it was observed that after reseting the GUI values of SRS DF power supply were at abnormal(770A SET) (4394 R/B). A
Gl reseted and rerun but during cycling was not responding.

Action Taken:
Shri Janardhan was contected as per his suggestion several cormrmand were tried on GUI but could not resoved the problem. Finally as per his
suggestion memory chip was pressed on AUTOWRITE card.Finally problem solved.
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escription

FLogbook follows the three-tier software
architecture for designing & executing Iits
building blocks. Here Web Browser resides on
client machine and works as first or client tier.
JavaServer Pages (JSP) & JavaBeans
components have been developed for designing
the presentation/view and business/application
logic (middle tier) of FLogbook.

JSP technology separates the user interface
(content presentation) from content generation,
enabling designers to change the overall page
layout without altering the underlying dynamic
content. Tags for content access and
presentation reside in the webpage. Logic and
programming code for content generation reside
IN reusable components. After receiving the
client request, the JavaServer Page requests
iInformation from a JavaBean. The JavaBean
can iIn turn request Iinformation from a
database. Once the JavaBean generates content,
the JavaServer Pages can query and display the
Bean's content. JavaBeans components (beans)
are reusable software programs that we can
develop and assemble easily to create
sophisticated applications.

FLogbook uses JDBC (Java Database
Connectivity) inside JavaBeans components for
accessing the FLogbook database for inserting &
retrieving the information.

For grabbing the screenshots of client’s machines
a software module developed in java and
packaged in an executable jar file has been
inked with the FLogbook.

FLogbook uses JavaMail APl for sending the e-
mails composed of the information logged by the
operation crewmembers into FLogbook database.
The JavaMail APl provides a platform-
iIndependent and protocol-independent framework
to build mail and messaging applications.

Microsoft SQL Server based relational database was
designed to implement the data tier of FLogbook,
which stores the complete information in related
tables. Subsystem names of both the accelerators
(Indus-1 & Indus-2) and concerned persons details
are stored in the database so that logged fault
Information could be mailed electronically.

Deployment

Apache Tomcat is being used for executing &
serving web components of FLogbook. Apache
Tomcat has been configured on Gateway machine.
This computer as shown in Figure 4 is connected
with accelerators’ technical network (AccNet) as
well as campus network (RRCATNet). The URL of
the application has been mapped in DNS of both the
networks so that it could be accessed uniformly from
the machines of both networks.

Conclusion

The first version of FLogbook has been deployed in
the field and being used by the operation crew
members of both accelerators (Indus-1 & Indus-2).
The system is very useful for not only the
accelerators operation crewmembers but also for
machine/subsystem experts for tracking the faults
and improving the overall machine performance.




