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Abstract 

The COSY control system is hierarchically organized with 
distributed intelligence and autonomous processing units 
for dedicated components. Data cottitnunicatiott is per- 
forttted via LAN and over a fieldbus. The hostsystems 
are UNlX-based, whereas the field-controllers are running 
a tttodular realtime operating-system RT/OS which has 
bectt developed at KFA. The corrtputer-hardware consist,s 
of RISC mini cotnputers, VME-computers in the field and 
G61 equipment-control-rnoduls in geographical expansion 
of the controller by a fieldbus based on the PDV-standard. 

The tnan-machine interface consists of X-window based 
work stations. On top of X-window a graphical user inter- 
face based on object oriented methods is used. A distri- 
butcd realtime data base allows access to the accelerator 
state from everv workstation. A special liighlevel langu- 
age debugger hosted on Ihe UNIX based workstation and 
connect.ed over LAN to tlte VME targets will be used. To- 
getltcr with the software development system for UNIX 
applications an uniform view of the systerrt appears to the 
programmer. First practical experience at the COSY itt- 
jector is presented. 

I. INTRODUCTION 

The (‘ootrr-Sytichrotron COSY is under construction at 
t,lle Rcscarch Center Juclich (KFA aiilich, Germarty). This 
ac~cc~lorat~or is intended to deliver high-intensity proton- 
bcains wit11 very low rttomentum-spread at art energy of 
2.:’ GeV. The cxistittg variable-energy relativistic cyclotron 
JULIC is renovated to serve as COSY-injector delivering 
ll~~beatt~ of 80 Me\‘. It is integrated into the newly desi- 
gned COSY-control to give a uniform operating-platform. 
Comrrtissiotting for the inject,or star& before commissio- 
ning of the COSY-ring, so it can bc used to test the control 
liar& and software. 
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II. COSY CONTROL HIERARCHY 

The control-architecture is organized strongly hierarclti- 
tally with distributed intelligence (Figure 1) and extensive 
use of standards. 

At the top level of the comput er-control-hardware work- 
stations give the operators graphical Bcccss t.0 lhe process. 
For these tasks Hewlett,-Packard 9000/300 corrtputers witlt 
Unix HP-UX artd X \I’indow Syst,em version 11 are cur- 
rently in use. RISC-computers of the series 800 give COI~I- 
puting power for model calculalions and long-tern1 data- 
bases. 

These computers are interconnected using Et.herttc~ 
(IEEE 802.3) and TCP/IP to the next layer of hardware: 
the workcclls. Each workcell autonomously controls a subs- 
ection of the accelerator (e.g. workccll “woody” is dcdica- 
ted to tlte COSY-ittject,or and workcell “frieda” to the dy- 
namic dipole-ponder-supplies). F\‘orkcells nre IlP9000/800 
comput.i:rs wit,lt Unix opcratittg-systetrt. 

Itt each subsection a specific Et,herttct-litte connects all 
field-controllers to the correspottdittg workcell. Diskloss 
VME-systems contain the field-controller and additional 
CPUs aud l/O-cards. All (21°C~ are runtling the real-t,ittlv 
operating-system RT/OS. For fast, I/O the int,erfacc-carcls 
are directly connected to the controlled device. 

The VME-control-hierarchy for the COSY-injector has 
been distributed on 9 VME-systems. Each system is de- 
dicated to a subtask in accelerator-control like control of 
tlte beatnline-power-supplies or cyclotron-diagnostics. Ty- 
pically these are multi-processor systettts wit,h all CPUs 
running RT/OS and comm~nicatittg with each other OVCI’ 
the VhhIE-bus. In slot 1 of each systonl tltc field-cot~t.rolle~, 
handles the ttetwork-cott-tmunicat.iott to the workcell and 
runs specific applications. Typically t.liis is a CPU-board 
“E5” (Eltec corilpany, hlainz, Germany) equipped with il 
68020-CPU (16 MHz, 1 MByte triple-ported RAnI) ~114 a 
piggy-pack thitt-wire I-t.tierttcl,-ittterf;tce. Additiottal C’I’C~ 
are int,erfacing t,o the fieldbusses. CPIJ-boards “IBA\XI” 
(Eltec, hlaittz, Germany) with GSOlO-CPUs (10 Mtlz, 51’ 
kBytc triple-ported RAhI) carry up to two piggy-pack 
fieldbus-controllers. 

For slow l/O a level of G64systems [1] is introduced bc- 
low the VME-level and accessed by PDV-bus [2] as field- 
bus. This gives higher rtlotlularity and flexibility in ititer- 
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Figure 1: Cosy Control Hierarchy 

facing to geographically distributed devices. Up to 4000 
transactions per second have been reached on the PDV- 
bus. The PDV-controllers for VME and for G64 have 
been developed at the KFA. In G64/G96 typically 16 bit 
DACs are in use for magnet-power-supply control which 
are fully isolated against the bus. Additionally digital I/O 
is performed with optoisolated 16 bit parallel cards. The 
pulse-signals for stepper-motor power-stages are delivered 
by autonomous motor-controllers. 

III. INJECTOR CONTROL SOFTWARE 

A uniform computer access is given to accelerator opera- 
tors and software developers by use of Unix and X Win- 
dow System with fully integrated program development for 
the VMEtargets. For the Software Development System 
(SDS, Figure 2) the GNU-software [3] has been extended 
to communicate with VME-targets via the network. The 
GNU-compiler gee is taken as cross-compiler for the CPU- 
68000. 

gdb gives dbx-like debugging-tools for programs running 
on VME handling also the communication with the rtdb 
on the target. Aside the standard language C also C++ 
is available on Unix-machines for object-oriented develop- 
ments. 

Operator access to process control is given by command- 
driven, menu-driven or graphic interaction. For rapid pro- 
totyping of visualisation three products have been used: 
DataViews, Interviews and ObjectWorks. The actual pro- 
cess picture is always contained in a “pmf“ database and 
is modified by these operator interactions. The process 

picture can be accessed from different computers and also 
envents can be signaled. The “pmf” database has been 
developed at the KFA. 

All VMEsystems are equipped with a DataCorn-CPU 
containing the remote-debugger rtdb in EPRO&I. Pro- 
grams developed using SDS can be downloaded from the 
workcells to all CPUs in the VME-system. In particular 
the realtime operating-system RT/OS [4] has been develo- 
ped at the KFA Jiilich in this environment (Figure 3). 

It is an implementation of the D-MO% standard [5] and 
was designed with high modularity in all layers: Applicati- 
ons, kernel, device-drivers. A priority-controlled timeslice 
with preemption is provided for process control. 

IV. PRACTICAL CONSIDERATIONS 

AFTER INJECTOR COL~MISIONING 

For the instrumentation of the injector 9 VMEsystems 
with 10 PDV-busses are installed serving 24 G64-crates. 
With the flexibility of the G64systems existing local- 
control equipment has been made remote-controlled. 

For substitution of missing hardware functions the spe- 
cial method of pseudo-device-drivers has been introduced. 
The tests of the process I/O is done integrated in the SDS 
of RT/OS. Rapid Prototyping of graphic user interfaces 
is performed by use of ObjectWorks for setup of operator 
control interaction. 

Modularity of hard- and software gives sufficient oppor- 
tunity in adaptation to existing hardware. The extense use 
of existing tools accelerates development times. Tools for 

1363 

PAC 1991



HP-PA+VME 

Soflwore Oevelopment 

VME-Kernel-Debugger 

C-DC&A* wdop: 

l *tobudl 
prowl r*f*rancr 

Figure 2: Software Development System 

rapid integration of protocol-handlers are yet missing. 
As a result a special language for process-description 

and control PBS has been developed. A cross-compiler hti 
bee11 implemented that produces C-source-code for appli 
cations running under RT/OS. 
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Figure 3: RT/OS 
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