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Introduction

The Argonne 6 GeV synchrotron light source design
consists of an electron/positron linac, a fast-cycling
6 GeV synchrotron, and the storage ring itself. The
design attributes are presented elsewhere in this con=-
ference. Three aspects of the overall design call
for special attention in the control system design:
First, the operation of a high energy positron accel-
erator in a fast cycling mode may demand high process-
ing performance and high data throughput rates.
Second, the high energy and small beam size projected
(100 x 200 microns) will call for high resolution data
processing  and control precision in many areas.
Finally, the necessity to provide independent, ortho-
gonal control for each of up to 32 insertion device
light beams both from the point of view of the
experimental requirements and from the need to remove
the effects of component vibration will require dedi-
cated, high performance processors.

Control System Features

As with most modern accelerator control systems
distributed processors will be used to perform in

parallel the many specialized tasks that would be
nearly  impossible to accomplish in a single
centralized facility. The processors will be

specialized as to the nature of their task and chosen
from the wide variety of equipment available
commercially. At the highest level, one or more
"host"™ processors implemented with superminicomputers
will provide file storage, printing, archiving, alarm
and situation displays, program development
facilities, parameter logging, and high-speed,
powerful computation service for the lower levels. At
the next 1level, the operator consoles will be
implemented with minicomputers specialized for graphic
display generation and operator interaction. These
computers will run most of the accelerator coatrol and
monitoring software, augmented by the host processor
where needed.

At the next level closer to the accelerator is a
minicomputer or microprocessor cluster, designated as
a system computer, which is tailored to the task of
translating the high-level needs of the console and
host computers into the command streams to be directed
to distributed single board computers (SBC's). Con-
versely, the system computer also traaslates the
returning data into high-level responses and formats
them for efficient transmission and use by the console
and host computers. At the lowest, most distributed
functional level are the SBC's. These processors are
separated as to function (vacuum, magnet, diagnostic,
etc.) within a cluster but share hardware interfaces
and network access. A special type of distributed
intelligence will be provided for each insertion
device region to provide the high performance
necessary for the high-speed, orthogonal compensation
needed to maintain multiple light beam aiming points
and angles.
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The final, and possibly most important, element
of any distributed computer system is the iantercon-
necting If processors in the
system could directly access all data throughout the
complex, an interconnecting network would be unneces-
sary. But lacking omnipotent processors and given the
realities of time and distance, the choice and use of
this network becomes an important issue.
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Special Features

Although nothing in above description indicates
radical departures from modern accelerator control
system design, there are at least three areas where
recent advances 1la computer equipment evolution have
produced methods and devices that are particularly
applicable to accelerator control system design.
These developments are the computer-aided engineering
(CAE) workstatiom, the very high performance S$BC, and
the local area network (LAN).

CAE Workstation—-Based Consoles

The last several years have seen the rapid devel-
opment of computer aided design and computer aided
manufacturing (CAD/CAM) workstations. These systems
demand a high performance computer closely coupled
with a high resolution display and some form of gra-
phic iaput or pointing device. The earliest form of
CAD/CAM system employed a superminicomputer dedicated
to a single user because of the computations required
for the application and display tasks and the fast
response desired. Now that microprocessors are
attaining the required performance, either singly or
working in concert, such systems are finding their way
into other applications. h

Accelerator control system consoles have devel-
oped similar features to CAD/CAM systems, namely dedi-
cated console computers, graphic displays, pointing
devices and the ability to coutrol several separate
display screens. These systems required large outlays
in hardware and software development since most
elements were not commercially availlable. We think
that a point has been reached when most of the usual
accelerator control counsole features can be provided
by a generic implemeatation of the CAD/CAM system, the
computer aided engineering or CAE system. Further,
since most hardware and software tools are provided,
the undertaking would be cost—effective.

Figure 1 1is a physical diagram of a coasole
position whose central feature is a CAE workstation.
The touch-screens and alpha-numeric "comfort" displays
are contrelled by dedicated tasks ruuning in the CAE
computer. Communication with the host and system
computers 1is by means of a high throughput LAN.
Application tasks of low to medium complexity such as
display updating, countrol knob servicing, and "virtual
parameter” coantrols also run in this computer. Tasks
that require sophisticated accelerator modeling or are
in general highly compute-bound are relegated to the
host computer with requests and results passed over
the LAN.
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Fig.l: Major features of the central counsoles

Figure 2 shows a typical display with several
application programs sharing the high resolution
display. Tach program uses one or more display
"windows” to interact with the operator visually.
Pull-down menus are used by the computer and operator
to communicate choices. The windows can be sized and
moved by the operator as needed by the specific task
being performed. A separate microprocessor provides
the window management, and pan and zoom features. In
this way, these time—consuming and sometimes complex
tasks are off-loaded from the counsole computzr. More
importantly from the point of view of initial
development cost and ease of future feature
development, the software to accomplish these feats is
off-loaded from the in-house staff.
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Fig.2: Typical multi-window display

High Performance SBC's

Single board computers will be used at the lower,
machine interface level and these will be assigned
responsibilities as functions, signal quantities and
geography dictate. For the Ilasertion device regiom,
there 1is a need for a very high performance
seasor/computation/control system. It is felt that a
viable algorithm can be implemented to correct the
positron beam position for element vibration aund
experimental needs without significant 1interference
with downstream experiments. Since it 1is desired to
correct for photon beam position errors as small as
ten microus with a frequency coatent of up to 1 KHz,
it will be necessary to measure the photon beam
position in two planes at two locations, compute the
necessary corrections and transmit these to the cor-
rection elements at a rate of about 10 KHz. Tt is
clear that a high throughput, dedicated processor
system will be needed.

Although it would seem that we have a natural
application for an analog feedback loop, we feel that
an all digital computation loop has the advantages of

2015

stable performance and arbitrary complexity (within
ever—expanding limits). Although such an analog feed-
back loopg has been designed and operated with one
insertion device® and expanded to five such loops,
these are based on three magnets and a single photon
position detector in the horizontal plane. The system
planned at Argonne will use four magnets and two pho-
ton beam position seasors in both planes. The four
magnet control system gives the ability to control
both angle and position but is more more complex than
the essentially linear three magnet, single aiming
point system. There are bit-slice processors and
array processors on the market to solve the algorithm
and separate SBC's could be assigned to tasks of
measurement, beam location, and correction applica-
tion, all tightly coupled and highly parallel in
function. If interaction with adjacent loops were
necessary, communication could be provided via paral-
jel links. A LAN would be used to monitor and control
the various loops. For example, all loop gains could
be gradually adjusted to control turn-on and turn-off
transients.

Local Area Networks

The choice of network topology, protocol and data
rate can have a critical bearing on the final perfor-
mance and operating features possible in the total
system. We have limited our cholces to peer—protocol
bus networks because they offer the highest potential
throughput for a given media, direct access to all
nodes by any node, and the highest reliability since
there 1s no depeundence on active message relaying
nodes. Of these three features, the second offers
tremendous operational flexibility in that it allows
any node (or a maintenance techaiclan at that node) to
access data at any other node on the network. "Broad—
cast” messages can communicate data or timing informa-
tion to all nodes simultaneously. Contiguous parts of
the network can operate in a stand-alone mode, a fea-
ture useful during construction and maintenance. In
general, bus network systems allow the simulation of
the omnipotent feature alluded to above.

Ethernet: On the surface, the network protocol
with the best combination of features is that which
employs cartier-sense, multiple-access with collision
detection (CSMA/CD) such as Ethernet does. It has a
bit rate of 10 MHz and virtually instantaneous minimum
access to the media. However, since simultaneous use
of the media by more than one node is impossible, any
“collisions” which occur must be resolved and the pro-—
tocol uses a random delay technique to do so. Figure
3 shows how the network remains stable with throughput
growing linearly with an increasing num%er of users
until about 90% of theoretical capacity. It levels
off at this point because of the increasing need to
resolve collisions. This need to resolve collisions
makes the maximum time to guarantee access to the
media unpredictable, an undesirable feature in control
systems.
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Fig.3: CSMA/CD throughput with increasing load
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Token Passing Bus: A network protocol which
avoids this problem is the token passing bus. In this
method, permission to use the media (the token) is
passed from node to node in a round-robin fashion. If
the maximum message length is kept short enough, the

maximum time to gain access to the media can be
reasonable, but in any case the protocol is
deterministic. As the number of nodes on the network
grows however, this time also grows. Figure 4 shows
how these two protocols compare as the number of nodes

increases.
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Perhaps the critical factor in comparing these
two protocols is the way in which the network will be
used. An access method based on collision resolution
tends to perform poorly 1if the nodes teand to
communicate simultaneously. But, this 1s precisely
what typically happens 1in an accelerator control
system. Figure 5 shows how the access time for the
CSMA/CD protocol increases more raplidly with increased
number of users if the access attempts are synchron-
ized than if they occur randomly. This is due to the
time needed to resolve all of the “deliberate”
collisions.
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Fig.5: CSMA/CD access time growth

Another factor in assessing the performance of a
network protocol is whether a targeted node can suc—
cessfully handle the incoming traffic. A high perfor-
mance network can overwhelm a node to which all or
most of the traffic 1s addressed, again just the sit-
uation which occurs as synchronized readbacks funnel
toward a system computer, The token bus protocol
allows an overwhelmed node to hold the token until it
frees enough buffers to handle an expected burst of
messages. Another solution is represented by the
"modified token passing™ scheme used by the ARCNET
protocol employed in some control system applications
at FERMILAB.” 1In this system the receiving node is
first queried as to the availability of an input buf-
fer. While taking additional time, the loss of data
and the complexity to recover the data is avoided.
For these reasons, we are curreantly considering the
token bus protocol the best choice for the several
system networks.

The CSMA/CD or Ethernet protocol does perform
well where the wmessages tend to be random in
occurrence and comparatively long and so we think it
will be a better method for the host/console/system
computer network at the highest level. It 1is well
supported by the vendors being considered for the host
and CAE workstation computers. Vendor support is
always an important factor when planning a large
hardware/software development effort. Figure 6 shows
how all of the elements of this proposed control
system are Interconnected.
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Summary

As accelerators become more complex, their con-
trol systems are presented with an ever-increasing
amount of data, precision, and parameter relatiomship
complexity. Fortunately, the commercial proliferation
of CAE workstations, the ever~increasing capability of
microprocessors, and the advances made 1in multi-
computer communication '‘will enable accelerator control
systems to keep pace with these needs.
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