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Summary 

Computer control systems have been in use on 
operating accelerators for several years. This paper 
discusses and gives examples of wags in which the 
capability of the control-system equipment can be used 
by accelerator engineers and physicists to study beam 
properties and operating characteristics of accelerator 
components. 

Introduction 

Many of the recently constructed accelerators are 
equipped with computer-based control systems. These 
systems have provided a very flexible and reliable 
means of controlling and adjusting accelerator compo- 
nents that are spread over distances ranging to several 
kilometers from the control room. The philosophy, 
design, implementation and operating characteristics 
of these systems have been adequately covered in the 
literature, and will not be discussed in detail 
here. 1* 2* 3s 4* 5 It is the purpose of this paper to dis- 
cuss and, through examples, to show how the capability 
of the control system equipment can be used by the 
accelerator engineer and physicist for diagnostic mea- 
surements, that is, for studying beam properties and 
operating characteristics of the accelerator components. 

A computer-based control system may be defined 
by the sketch shown in Fig. 1. The system includes a 
computer (or computers), an adequate set of peripher- 
als, analog and digital interface to the equipment, and 
a console with appropriate keyboards and displays. 
Also shown here is an accelerator clock interrupt to 
the computer, which is an essential part of any real- 
time, interactive system if it is to be useful for accel- 
erator studies. In this system, it is assumed that the 
computer is large enough to load and execute the num- 
ber-crunching routines required to reduce data to an 
easily understood form. In fact, it is this combining 
of control, acquisition, analysis and plotting programs 
within the control computer, that has made possible 
some of the measurements and displays which are be- 
ing done with these systems. For the sake of definite- 
ness, much of the following description and examples 
will be taken from Fermilab systems, although simi- 
lar work is being done at other laboratories. 

Control-System Hardware 

The machine operation and studies are both car- 
ried out from consoles in the Main Control Room. il. 
typical ronsole includes an alpha-numeric color scope 
and keyboard, a plotting scope with associated hard- 
copy unit, incremental shaft-encoder knobs, trackball 
for cursor control, special-function pushbuttons and a 
pushbutton cailt,d “keyboard interrupt. ” Other equip- 
ment located in or near the console is peculiar to the 
area of the accelerator normally controlled by that 
console. The control computers are Serox 530’s 

-::Operatcd by Universities Rr:search Association, Inc. 
under contract \r;ith the U. 5. Energy Research and 
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equipped with 64K of core and dual-spindle disk packs. 
Data are collected either directly or through the front- 
end mini-computers. 
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Figure 1. Simplified Computer Control System 

The computer receives a high-priority interrupt 
from the accelerator clock every machine cycle, in 
this case 15Hz. This interrupt allows the computer to 
synchronize its activities with the operation of the 
machine it is trying to control. 

Using the System 

Operating System 

The computer core is divided into background, used 
for program development, and foreground. The fore- 
ground includes the vendor’s disk operating system, 
the 15-Hz program and the application programs. Be- 
cause the application programs are called into core 
only when they are needed, their number is limited 
only by the storage space on the disk pack. However, 
any job which is to be done each cycle must be made 
part of the 15-Hz program in resident foreground where 
the space is limited by the core storage. 

The !5-Hz program take s in all the riata and places 
them in a data pool. Simultaneously the data are being 
compared with preset nominal values, and out-of-toler- 
ance Darameters are &ted on a separate display. The 
15-Hz program must also perform special functions 
that are independent of application programs. Automatic 
reset of the preaccelerator high voltage, slow-loop 
regulation of linac gradients and inter-tank phases, and 
reset of linac quadrupoles are typical 15-Hz tasks. 
.4ftcr completing the above tasks, the application pro- 
gram is triggered to execute. It is in position to read 
and control any parameter in the accelerator, read and 
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store information on the magnetic disk, generate 
plots on the display scopes and utilize the computer’s 
peripherals. 

Software Development 

application programs are written in Fortran, 
compiled, and loaded onto magnetic disk. This work 
is done off-tine, in the background area of the control 
computers, without interfering with operation in any 
way. The system uses no interpretive language. No 
program editing is done from the console. The con- 
soles are in sufficient demand that only operational 
programs are called up and executed. 

Each console has only one application program 
being executed at a time. The contents of the alpha- 
numeric color scope are determined entirely by this 
program. Positioning the cursor on one of the forty 
columns of the twenty-four lines. followed by a key- 
board interrupt, provides a means for the operator to 
cause the program to initiate some action, such as to 
set a parameter, start a plot, or begin some calcula- 
tion. 

Application programs are written by system pro- 
grammers, physicists. engineers and operators. They 
have access to about one-hundred machine-language 
subroutines written to do specific small jobs such as 
setting a parameter value, or plotting a point. 

The Parameter 13isplav 

In any accelerator control system, there is aneed 
for a program to perform general-purpose readout 
and control of individual or groups of accelerator para- 
meters. In the Fermilab system, this program is 
called the “Parameter Display. ” -4n annotated elrample 
of The display is shown in Fig. 2. 
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Figure 2. ;1 nnotated E.uample of the Parameter Display. 

The four top lines of the dispIag are used for title, 
Aelection of y-axis .Jariables for parameter plots, off- 
set and gam readout and control for the plots, and con- 
and readout of transfer- line multivvire profile detec- 
tors. 

On the rcymaining tT.venty lines, the operator may 
enter the mnemonic code for accelerator parameters, 
thereby gt.nerating his own selection of variables to 
rc*ad and control. -The rraclout is in engineering units 
and the available rontrol functions are knob adjust- 
m c nt s , cnterinq ant1 transmitting a setting, and ON - 
OFF - lII~:SE’r. 

-3lthough it is possible to change the contents of 

each line, in practice it is more convenient to have 
available several pages of this parameter display 
with devices grouped by areas (ZOO-MeV line or injec- 
tion area) or by similarity of devices (timing triggers 
or motorized probes). In the booster system, there 
are 20 parameter pages. Each’is stored and returned. 
when called into execution, with the arrangement of 
parameters last entered on the particular page. 

The plotting capability includes beam current at 
several locations, multiwire profiles from detectors 
in the transfer lines and an S-Y plot of any two para- 
meters. Scale expansion of the a-yes is possible by 
selecting the diagonal corners of the region of interest 
using the plotting-scope cursor. positioned by the 
console trackball (Fig. 3). 

The X-Y plot is a useful display for tuning short- 
pulse machines such as linacs. In synchrotron accel- 
erators,many parameters vary as a function of time 
in the cycle and therefore time plots of these parame- 
ters are needed. For the main accelerator, this re- 
quirement is fulfilled by the “fast time plot, ” that is, 
repetitive digitizing and plotting of selected parame- 
ters by the control system equipment (Fig. 4). The 
fast time plot data are gathered at about 3 ms inter- 
vals. Although this rate is adequate for many main 
accelerator needs, the booster requires a much faster 
digitizing rate, Fast digitizer techniques will be dis- 
cussed later. 

Special-Purpose Programs 

The parameter display allows the operator to 
interact with one or a few parameters at a time much 
more conveniently than would be the case for non- 
computerized control systems. Other operations. in- 
volving large numbers of parameters, not only are 
made convenient, but are made possible by the com- 
puter. Single-knob control of the radialinjection tune 
of a synchrotron, while holding the vertical tune con- 
stant, is an adjustment that could only be imagined 
before computers were incorporated into the control 
system. The operator feels free to try more adjust- 
ments because he can literally transmit a whole 
“accelerator-full” of previous settings to the remote 
equipment and recover from tuning that degraded the 
machine performance. Several files are ax:ailable 
and can be sent to the hardware Lvithin a few seconds. 
These files may contain recent conditions, alternative 
operating modes of the accelerator or special condi- 
tions set up for accelerator research. 

Computers are so proficient at collecting data 
that the operator has available to him several thousand 
parameter ,values each second, enough data to be com- 
pletely useless if not properly treated. A measure of 
the success of a computer system and its application 
programs is - How well can it prcscnt pertinent infor- 
mation to the operator? For examp!e, the monitor 
routine is a resident-foreground program that checks 
binary status and analog readings against nominal 
conditions . . Improper status or out-of-tolerance ana- 
log readings are rppcrted on a dedicated display. In 
t hi s way , the operator is not rncumbPrcy,l by thousands. 
of coed status or within-tolerance reariings. Ideally, 
if the beam disappcars,there should be a rccssnge on 
a monitor display, indicating the name of the dc,;+ce 
that caused the beam to disappear. This ideal has 
been very nearly realized in the Fermilab linac s;i?ce 



the monitor routine was installed in 1971. 
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Figure 3. Plots generated by the parameter display: 

(al ZOO-MeV multiwire profiles; (b) an 
X-Y plot showin the region to be expanded; 
(cl expanded X- plot. B 
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Figure 4. Fast time plot of the main magnet ramp and 
accelerator beam. 

Operators can most easily interpret large amounts 
of data if they are presented in graphic form. The 
complexity and amount of calculation performed by the 
computer before the plot is generated varies depending 
upon the application. Some plots need only sorting and 
perhaps normalizing data points. An example of this 
type of plot is the display of losses along the extracted 
beam lines (Fig. 5). These data, which can be shown 
either unnormalized or normalized to beam at that 
location, are used as a tuning aid in the switchyard. 
Another plot used for switchyard tuning is the seg- 
mented-wire ionization-chamber (SWIG) profile dis- 
play shown in Fig. 6. 

Some plots require more calculation to get the re- 
sults into an easily recognizable form. The main ac- 
celerator is a separated-function machine, so the 
betatron tunes may be calculated from the quadrupole 
and bending magnet currents. Repetitive sampling of 
these currents within a single cycle provides the data 
for tune calculations, and the results are presented as 
the locus of the operating point on the familiar tune 
space diagram of Fig. 7. 
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Figure 5. Neutrino Area loss monitor plot. 

Fast Digitizer Techniques 

Although most of the data are collected in the 
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usual fashion, that is, digitized bythe control system’s 
multiplexed analog-to-digital converters, there are 
data sources that require special handling. These are 

in the booster. The apparent signal-to-noise ratio of 
weak signals can be considerably enhanced by digitally 
subtracting the no-beam baseline from the signal, 
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Figure 6. SWIC profiles before and after a vertical 
splitting station. 
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Figure 7. &lain-accelerator tune space diagram. 

the fast digitizers, which produce hundreds or thou- 
sands of data points at a rate that is impossible for 
the control system to service in real time. The data 
must be digitized and stored locally and transferred 
to the computer by the application program. Two 
commercially available fast digitizers are used for 
Fermilab booster diagnostic measurements: (1) the 
Nicolet digital oscilloscope and (2) the Tektronix 7912 
transient recorder. Their capabilities are: (1) 4096 
twelve-bit words. digitized at rates as fast as lpsec 
per word, (21 500 nine-bit words at an effective digi- 
tizing rate of up to 10 psiword. The Nicolet is useful 
for digitizing video parameters over part or all ofthe 
booster cycle; the Tektronix 7912 is used for studying 
faster phenomena. These two instruments make it 
possible, routinely, to use the computer to analyze 
signals that previously existed only as Polaroid pic- 
tures. LVith minimum software support, these digiti- 

Several data analysis programs have been written 
to operate on Nicolet data. A Fast Fourier Transform 
routine greatly simplifies the measurement of phase- 
oscillation frequencies. The Fourier Transform of a 
position detector signal can show not only betatron 
oscillation frequency, but also evidence of coupling 
and resonance phenomena. A 1024-channel signal- 
averaging program is used for improving the signal- 
to-noise of weak signals. This technique has beenused 
to smooth spectrum-analyzer data acquired during 
Schottky-scan studies. Other programs provide scaled 

zers coupled to the computer all but eliminate picture- plots of rf accelerating voltage corrected for diode 

taking. Figure 6 is an injection betatron oscillation non-linearity and cable attenuation, analyze and dis- 

and Fig. 9 shows the effect of the debuncher on the play data from an ion-profile monitor in the booster 

200 MHz structure of the linac beam, after one turn ring, and provide a means for recording digital data 
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Figure 8. Booster radial betatron oscillation digitized 
by the Nicolet. 
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Figure 12. Digitized wire scanner data 5 ,usec/division. 
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Figure 13. Complete set of data from an injection 
wire scan. 

used to stabilize the Fermilab linac tank gradients and 
inter-tank phases. 

Figure 16 shows the output from a Lr141PF6 opti- 
mizing routine called ?VIESA, which finds an optimum 
value for two variables by detecting the effects of ad- 
justing them. In this example, the program adjusts 
two steering magnets to maintain 30fl~ beam trnnsmis- 
sion. It then calculates the optimum value for rhe two 
dipoles. 

At the Srookhaven AGS, measured beam emittance 
parameters are entered as input to a beam-transport 
program. The computer then calculates the corrected 
magnet currents required to obtain a requested emit- 
tance orientation at the infpctor. Figure 1’7 sholvs the 
output from this program. 

Programs that change the operation of a system 
based upon results of measurements made during pre- 
vious cycles are called learning-mode programs. 
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Figure 11. Crossploto- ‘injectionwire scan for v = 6.50. 

They are generally used to generate curves to control 
larger systems such as frequency programs for rf 
accelerating systems. A rather complex example of 
this type of optimizing routine is the magnet-control 
program for the Fermilab main accelerator. g 

Microprocessors 

No discussion of accelerator diagnostics and con- 
trols would be complete without considering the micro- 
processor an6 its application to accelerator systems. 
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Figure 15. Cross plot of injection wire scanfor v = 6.58. 

The computer-on-a-chip devices have been developed, 
within the past two years, to the point that 4,8,12, and 
l&bit processors are now commerically available and 
economically attractive. They are used to build stand- 
alone “smart” instruments and to pre-process data 
before sending it to front-end or control computers, 
Microprocessors are capable of performing some of 
the tasks otherwise thought of as resident foreground 
jobs, thereby saving both computing time and core. 
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Figure 16. Computer output from LASL “optimize” 
routine. 

Existing microcomputer systems at Fermilab 
include a stand-alone CAMAC crate for experimental- 
area beam-utilization display and logging, a processor 
to calculate the beam position and width from the 
200-MeV line 4%channel multiwire profile detectors, 
and several “smart” display controllers for use in the 
main control room. 

The background area of the control computer is 
used to assemble microprocessor programs. Assem- 
bly-language programs are read in from cards, and 
the computer prints out the listing and a binary paper 
tape containing the microprocessor’s machine-langu- 
age instructions. The contents of the tape are pro- 

grammed into ultra-violet erasable programmable 
read-only memories using a commercially available 
programmer. Turn-around time using this system is 
only a few minutes. At the present time, assemblers 
for Motorola 6800 and Intel 8080 and 4004 micropro- 
cessors are available in the background area of the 
linac control computer. 
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Figure 17. Computer output from Brookhaven injection 

line tuning program. 

In general, we have found that all the arguments 
advanced for the inclusion of computers in control 
systems apply in miniature to microprocessor systems, 
The application of microprocessorsto accelerator pro- 
blems is just beginning and we will see many moreuses 
of them in the future. 

Conclusion 

Control systems for various laboratories have 
evolved differently because the machine requirements 
are different and because the people implementing the 
systems have a variety of backgsounds. As for the ma- 
chine’s requirements, consider the X-Y plot in the 
Fermilab systems. It is a high interactive and respon- 
sive ,technique at the linac’s 1 ~-HZ repetition rate, 
somewhat tedious at the booster’s accelerator-study 
rate of one pulse per second, and all but useless for 
the main accelerator’s 5-15 set cycle time. Tech- 
niques that are appropriate at the Fermilab 15 Hz may 
not be useful at the much higher repetition rates of 
LAMPF and SLAC. Preferences ofthe systemdesigners 
are reflected in the systems they implement. In con- 
trast to the operating mode described here, the CERN 
group plans to have an interpretive system; the SLAC 
group prefers touch panels; the LASL system, in effect 
has several application programs per console, all 
sharing the alpha-numeric scope and other console 
hardware. In spite of their differences, it is the com- 
mon aim of these systems to improve the operation of 
their respective accelerators. The extent to which they 
will fulfill this aim depends, in part, on how well they 
adapt to the diagnostic needs of the accelerator. 
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