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Abstract
Particle accelerators support a wide array of scientific,

industrial, and medical applications. To meet the needs of
these applications, accelerator physicists rely heavily on de-
tailed simulations of the complicated particle beam dynam-
ics through the accelerator. One of the most computationally
expensive and difficult-to-model effects is the impact of
Coherent Synchrotron Radiation (CSR). As a beam travels
through a curved trajectory (e.g. due to a bending magnet), it
emits radiation that in turn interacts with the rest of the beam.
At each step through the trajectory, the electromagnetic field
introduced by CSR (called the CSR wakefield) needs to com-
puted and used when calculating the updates to the positions
and momenta of every particle in the beam. CSR is one of
the major drivers of growth in the beam emittance, which is
a key metric of beam quality that is critical in many applica-
tions. The CSR wakefield is very computationally intensive
to compute with traditional electromagnetic solvers, and this
is a major limitation in accurately simulating accelerators.
Here, we demonstrate a new approach for the CSR wakefield
computation using a neural network solver structured in a
way that is readily generalizable to new setups. We validate
its performance by adding it to a standard beam tracking
test problem and show a ten-fold speedup along with high
accuracy.

INTRODUCTION AND MOTIVATION
Particle accelerators support a wide array of scientific, in-

dustrial, and medical applications. To meet the requirements
of these applications, accelerator physicists rely heavily on
detailed physics simulations of the particle beam dynam-
ics through the accelerator, both for initial design of the
accelerator and subsequent experiment planning (e.g. find-
ing optimal accelerator settings for new experiments). One
of the most important and difficult-to-model beam dynam-
ics effects comes from the impact of Coherent Synchrotron
Radiation (CSR) [1,2,3,4]. In simple terms, as a beam is
transported through a curved trajectory, the particles in the
beam emit radiation that in turn hits and adds momentum
to other particles in the beam, as shown in Fig. 1. The
CSR effect is a major driver of growth in the beam emit-
tance, denoted 𝜀, which is the overall beam size in position-
momentum phase space and is a critical metric of beam
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quality in many applications. For example, 𝜀 has a large im-
pact on the quality of light produced by free electron lasers
(FELs) for scientists to interrogate biological, chemical, and
material samples [5]. Figure 1c shows an example of the
impact CSR has on an electron beam in the Linac Coherent
Light Source (LCLS) [6], where 𝜀 is increased by a factor
of 2 due to CSR. CSR also has a major effect on highly-
compressed beams, such as those that will be generated by
the FACET-II accelerator [7].

Simulations of accelerators are often conducted using
“particle tracking" codes, which track the positions (𝑥, 𝑦,
𝑧) and momenta (𝑝𝑥 , 𝑝𝑦 , 𝑝𝑧) of particles in the beam (col-
lectively, the 6D position-momentum phase space). As the
beam travels through the accelerator, the phase space is itera-
tively updated based on forces from accelerator components
(e.g. magnets for steering and focusing, rf cavities for accel-
erating) and any internal effects that the beam has on itself
(e.g. CSR, self-fields due to beam charge, etc). To account
for the CSR effect, the electromagnetic field introduced by
CSR (i.e. the “CSR wakefield") needs to be computed at
each tracking step. This is then used to calculate the induced
change in momentum (called the CSR kick, or 𝐾𝐶𝑆𝑅) for
every particle in the beam. The impact of CSR from all
particles at all previous times in the beam trajectory must be
taken into account, making this a very computationally in-
tensive effect to simulate. A variety of methods are used for
this [1], and most simplify the problem to reduce the compu-
tational complexity. The contribution from the beam charge
density 𝜆 along 𝑧 has the greatest impact on the beam, and
as such the vast majority of simulation codes only include
this 1D effect. 1D CSR is still computationally expensive
to compute; for example, in cases we examined using the
simulation code Bmad [8], inclusion of CSR slows down
the simulation by a factor of 10.

Here we demonstrate a new approach for speeding up the
CSR wakefield calculation by replacing the electromagnetic
solver with a neural network (NN). The NN solver is con-
structed in a very general way, making it readily extensible
for general use in accelerator simulations. We validate the
NN solver’s performance on a standard CSR benchmark
problem. It is 10× faster to execute and shows good agree-
ment with traditional solvers.

PROBLEM FORMULATION
In accelerator simulations, particles are “tracked” through

accelerator components by updating their positions (𝑥,𝑦,𝑧)
and momenta (𝑝𝑥 ,𝑝𝑦 , 𝑝𝑧) at each step 𝛿𝑠 through the com-
ponent. In the 1D formulation of the CSR problem, the
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Figure 1: Simplified explanation of the CSR effect (a). A source particle (shown in blue) travels along curved trajectory 𝑠
some distance behind a second particle (shown in green). Radiation emitted from the source particle at time 𝑡1 kicks (hits
and adds momentum to) the second particle at 𝑡2 after both have traveled further along 𝑠. The electromagnetic field due to
CSR (the CSR wakefield) comes from contributions of the entire particle beam at all previous times of travel. (b) The CSR
wakefield is calculated at each step through 𝑠 and is used to compute the change in each particle’s position and momentum
when advancing to the next tracking step 𝑠 + 𝛿𝑠. (c) An example of the impact of CSR for the LCLS accelerator, showing
the transverse beam phase space (𝑥 vs. 𝑝𝑥) with and without CSR.
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Figure 2: Particle tracking with 1D CSR. At step 𝑠1, the particle beam phase space is advanced through half a standard
tracking step to a new set of positions and momenta through a magnet. The charge density 𝜆(𝑧) is then used to calculate the
CSR wakefield. The wakefield is then used to compute the momentum kick 𝐾𝐶𝑆𝑅 that is imparted on every particle in the
beam. Finally, the remaining half-step of standard tracking is completed. In this work, we replace the computationally
expensive wakefield calculation with a NN that can predict 𝐾𝐶𝑆𝑅 from 𝜆(𝑧) and 𝑠.

computation at each step is as follows (see also Fig. 2): 1.
Conduct a half-step of standard particle tracking; 2. Calcu-
late the charge density 𝜆 as a function of 𝑧 in the beam; 3.
Calculate 𝐾𝐶𝑆𝑅 from 𝜆(𝑧) (for calculation details see [9]);
4. Compute the new 𝑝𝑧 for every particle based on 𝐾𝐶𝑆𝑅; 5.
Complete the second half-step the standard tracking.

Because the CSR effect is strongest in highly compressed
(i.e. high density) beams, the last magnet in a beam compres-
sion chicane is often used as a standard benchmark problem
for different ways of simulating CSR. Here we generated
data from simulations of the second chicane in the LCLS [7],
using a wide variety of initial particle beams from upstream
simulations (by randomly varying L1, L2, and L3 phases
and amplitudes, and retaining beams with minimal losses).
We used the beam dynamics code Bmad [9], which has a
well-benchmarked 1D CSR solver [8,10]. Using this data,
we trained a fully-connected, feed-forward NN to predict
𝐾𝐶𝑆𝑅 at each tracking step using the distance 𝑠 into the
curved trajectory and 𝜆(𝑧) as inputs. The original data for
𝜆(𝑧) and 𝐾𝐶𝑆𝑅 were reduced into histograms of 200 bins,

and the bunch length was used as an additional scalar input
to account for the fixed bin width. A total of 1,234,000 sam-
ples were and split into training, validation, and testing sets
in a 60-20-20 ratio. Additional test beams were also used
to evaluate the NN performance (i.e. new beams with all
tracking steps unseen). The NN has 9 hidden layers with
200 nodes in each layer and tanh activation functions. It
was trained using the Adam optimizer. Early stopping, an
L2-norm penalty on the weights, and a dropout rate of 0.05
was used to prevent over-fitting. All data were generated
using 4 CPU nodes on Cori at NERSC [11], and all training
was run on an NVIDIA GeForce 2080i GPU on an inter-
nal cluster. The NN construction and training was done in
tensorflow [12] and keras [13].

NEURAL NETWORK CSR SOLVER
PERFORMANCE

The first assessment of the NN solver is whether it accu-
rately predicts 𝐾𝐶𝑆𝑅 for new test beams at each individual
step 𝑠 + 𝛿𝑠. We find excellent agreement between the NN
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Figure 3: Examples of 𝐾𝐶𝑆𝑅 for a single beam calculated using a standard CSR solver at several different steps 𝑠 + 𝛿𝑠 into
a magnet, compared with 𝐾𝐶𝑆𝑅 from the NN CSR solver.

Figure 4: For an example beam, comparison of emittance evolution along 𝑠 with the NN CSR solver, no CSR, and 1D CSR
in Bmad are shown (top left), along with the differences in the final 𝑥 vs. 𝑝𝑥 phase space in normalized coordinates (top
right). The summary statistics (bottom) for the comparison between the NN CSR solver and Bmad for 1k test beams show
good agreement. The few outliers have smaller error than the exclusion of CSR would impart.

solver and Bmad’s 1D CSR routine, with a mean absolute
percent error of 2.8 between the predicted and true values.
Fig. 3 shows the predicted 𝐾𝐶𝑆𝑅 for different time steps
through the magnet for one example beam. The next assess-
ment considers the compounding errors that are introduced
when using the NN solver for each step in tracking. We
assessed this by adding the NN solver to a simple Python-
based beam tracking code and comparing the results with
those obtained by Bmad. We also compare against the case
where no CSR effects are included in the simple tracking
code. We find that the NN solver reliably reproduces the
expected effect on 𝜀 at the end of tracking. The accuracy is
especially high when compared with the impact of excluding
CSR effects altogether. An example comparing the evolu-
tion of 𝜀 through a magnet along 𝑠 is shown in Fig. 4, along
with the final transverse beam distributions. In that example,
𝜀 predicted with Bmad and the NN solver agree (1.4 mm-
mrad), whereas the case that excludes CSR has a factor of 3
error (0.5 mm-mrad). Statistics for the performance on all
test beams are also shown in Fig. 4.

The major advantage of using the NN CSR solver is the
computation speed that it attains while still accurately cap-
turing the impact of CSR. Based on statistics over multiple
runs for this benchmark problem, the traditional CSR com-
putation in Bmad is about 10× slower than the computation
without CSR. In contrast, the NN inference time is negligible
and effectively restores the 10× faster execution.

CONCLUSIONS
We demonstrated a new approach for speeding up the com-

putation of the CSR effect in particle accelerator simulations
using a NN solver. We validated the solver using a standard
benchmark problem for 1D CSR and a wide variety of realis-
tic particle beams that LCLS is capable of producing (based
on start-to-end simulations). The NN solver showed good
agreement with a standard 1D CSR solver used in Bmad
and had a 10× faster execution speed. It is also substantially
more accurate (e.g. 2–3 times) than excluding CSR in stan-
dard tracking. This makes it very appealing for cases where
one wants to simulate the bulk effect of CSR quickly in de-
sign or optimization studies. The solver is set up in a general
way, making it suitable to incorporate into general tracking
codes, but this needs to be further validated on a wider set
of problems. Some next steps include assessing how well it
generalizes in practice to beams in other systems (e.g. such
as the much higher overall charge in FACET-II) and different
magnet designs (e.g. by including bending radius 𝜌 as an
input parameter to the solver). We also plan to extend this
to 2D CSR, but this presents additional challenges due to
the computational expense of generating training data for
that case (e.g. see [4]). This is one part of a larger effort at
SLAC to make fast, differentiable accelerator simulations.

13th Int. Particle Acc. Conf. IPAC2022, Bangkok, Thailand JACoW Publishing
ISBN: 978-3-95450-227-1 ISSN: 2673-5490 doi:10.18429/JACoW-IPAC2022-WEPOMS013

MC5: Beam Dynamics and EM Fields

D05: Coherent and Incoherent Instabilities - Theory, Simulations, Code Developments

WEPOMS013

2263

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

4.
0

lic
en

ce
(©

20
22

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I



REFERENCES
[1] T. Agoh, “Steady fields of coherent synchrotron radiation in

a rectangular pipe”, Phys. Rev. ST Accel. Beams, Vol. 12, p.
094402, 2009.
doi:10.1103/PhysRevSTAB.12.094402

[2] G. Stupakov and S. Heifets, “Beam instability and microbunch-
ing due to coherent synchrotron radiation”, Phys. Rev. Accel.
Beams, Vol. 5, p. 054402, 2002.
doi:10.1103/PhysRevSTAB.5.054402

[3] E.L. Saldin, E.A. Schneidmiller, M.V. Yurkov, “Radiative in-
teraction of electrons in a bunch moving in an undulator”,
Nuclear Instruments and Methods in Physics Research Section
A, Vol. 417, Iss. 1, 1998.
doi:10.1016/S0168-9002(98)00623-8

[4] W. Lou, Y. Cai, C. E. Mayes, and G. R. White, “Simulating
Two Dimensional Coherent Synchrotron Radiation in Python”,
in Proc. 12th Int. Particle Accelerator Conf. (IPAC’21), Camp-
inas, Brazil, May 2021, pp. 3177–3180.
doi:10.18429/JACoW-IPAC2021-WEPAB234

[5] M. Borland et al., “Start-to-end jitter simulations of the linac
coherent light source," Proceedings of the 2001 Particle Ac-
celerator Conference, 2001.
https://ieeexplore.ieee.org/document/987880

[6] P. Emma, R. Akre, J. Arthur, et al. “First lasing and operation
of an ångstrom-wavelength free-electron laser”, Nature Photon
4, pp. 641–647, 2010.
doi:10.1038/nphoton.2010.176

[7] V. Yakimenko, et al., “FACET-II facility for advanced acceler-
ator experimental tests”, Phys. Rev. Accel. Beams, Vol. 22, p.
101301, 2019.
doi:10.1103/PhysRevAccelBeams.22.101301

[8] D. Sagan, “Bmad: A relativistic charged particle simulation li-
brary”, Nuclear Instruments and Methods in Physics Research
Section A, Vol. 558, Iss. 1, 2006.
doi:10.1016/j.nima.2005.11.001

[9] D. Sagan and C. E. Mayes, “Coherent Synchrotron Radiation
Simulations for Off-Axis Beams Using the Bmad Toolkit”, in
Proc. 8th Int. Particle Accelerator Conf. (IPAC’17), Copen-
hagen, Denmark, May 2017, pp. 3887–3890.
doi:10.18429/JACoW-IPAC2017-THPAB076

[10] D. Sagan, G. Hoffstaetter, C. Mayes, “Extended one-
dimensional method for coherent synchrotron radiation includ-
ing shielding”, Phys. Rev. Accel. Beams, Vol. 12, p. 040703,
2009.
doi:10.1103/PhysRevSTAB.12.040703

[11] National Energy Resource Computing Center (NERSC).
https://docs.nersc.gov/systems/cori/

[12] TensorFlow: Large-scale machine learning on heterogeneous
systems, 2015. Software available from
tensorflow.org

[13] F. Chollet, et al., Keras (2015), retrieved from
https://github.com/fchollet/keras

[14] A. Edeen, N. Neveu, M. Frey, Y. Huber, C. Mayes, and
A. Adelmann, “‘Machine learning for orders of magnitude
speedup in multiobjective optimization of particle accelerator
systems”, Phys. Rev. Accel. Beams, Vol. 24, 044601, (2020).
doi:10.1103/PhysRevAccelBeams.23.044601

13th Int. Particle Acc. Conf. IPAC2022, Bangkok, Thailand JACoW Publishing
ISBN: 978-3-95450-227-1 ISSN: 2673-5490 doi:10.18429/JACoW-IPAC2022-WEPOMS013

WEPOMS013C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

4.
0

lic
en

ce
(©

20
22

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I

2264

MC5: Beam Dynamics and EM Fields

D05: Coherent and Incoherent Instabilities - Theory, Simulations, Code Developments


