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Abstract
X-ray free-electron lasers (FEL) have contributed to many

frontier applications of nanoscale science which benefit from
its extraordinary properties. During FEL commissioning,
the beam status optimization especially orbits correction is
particularly significant for FEL amplification. For example,
the deviation between beam orbit and the magnetic center
of undulator can affect the interaction between the electron
beam and the FEL pulse. Usually, FEL commissioning
requires a lot of efforts for multi-dimensional parameters
optimization in a time-varying system. Therefore, advanced
algorithms are needed to facilitate the commissioning proce-
dure. In this paper, we propose an online method to optimize
the FEL power and transverse coherence by using a twin
delayed deep deterministic policy gradient (TD3) algorithm.
The algorithm exhibits more stable learning convergence and
improves learning performance because the overestimation
bias of policy gradient methods is suppressed.

INTRODUCTION
X-ray free-electron lasers (FEL) open new chapters to var-

ious frontiers of scientific applications in biology, chemistry,
and material science for its abilities to generate femtosecond
and nanoscale pulses with gigawatt peak power and tunable
wavelength down to less than 0.1 nm [1–3]. In recent years,
several FEL facilities worldwide are constructed and oper-
ated successfully, which indicates a new era of X-ray science.
To ensure the stable operation of FEL facilities, a robust and
collimated beam orbit is generally required to achieve pre-
cise overlaps between the electron beam and radiation. The
deviation between the beam orbit and the center of magnetic
elements can induce a significant decrease in the peak power
and transverse coherence of FEL radiation [4].

For a traditional FEL commissioning, beam orbit align-
ment can be roughly achieved by adjusting the current of
correctors. However, the precise beam orbit alignment is
usually difficult to be implemented and the beam orbit can
change with the variation of beam status. Moreover, the
effect of beam orbit alignment will also rely on the beam
orbit stability. Therefore, manual beam orbit alignment and
optimization require a lot of efforts in the accelerators which
is a time-varying dynamics system of multi-dimensional pa-
rameters [5, 6]. In recent years, deep reinforcement learning
(DRL) methods have been adopted in the commissioning
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and optimization of FEL facilities since they can work at
different operating points and do not require labeled datasets
compared to supervised learning methods [7, 8].

This work proposes an online optimization method in
FEL based on a model-free off-policy actor-critic algorithm
tailored to Markov decision processes. The modified DRL
method can achieve good convergence and reduce overes-
timation by improving policy gradient approaches. Due to
practical restrictions such as radiation safety and the poten-
tial for damage to the hardware of facility from erroneous
online state, optimization with previous FEL simulation is
usually the preferred solution. In this paper, we assess the
algorithm in a simulated FEL environment firstly, and the
simulation results of two methods are compared.

TWIN DELAYED DEEP DETERMINISTIC
POLICY GRADIENT

As a subfield of machine learning, reinforcement learning
(RL) has advantages in solving control tasks that conform
to Markov decision processes [9]. In tasks with sufficient
nonlinearity, complexity and time-varying systems like the
FEL tuning process, RL is a more appropriate consideration
than traditional control methods.

Reinforcement learning aims to find the optimal policy
𝜋𝜑 , with parameters 𝜑, by maximizing the discounted sum
of rewards 𝑅𝑡 =

∑𝑇
𝑖=𝑡 𝛾

𝑖−𝑡𝑟 (𝑠𝑖 , 𝑎𝑖), where 𝛾 is a discount
factor. The action-value function describes the expected
return after taking an action in state 𝑠𝑡 following policy 𝜋:

𝑄 𝜋 (𝑠𝑡 , 𝑎𝑡 ) = 𝐸𝑠𝑖∼𝐸,𝑎𝑖∼𝜋 [𝑅𝑡 |𝑠𝑡 , 𝑎𝑡 ]

The function can be estimated recursively through Bellman
equation:

𝑄 𝜋𝜑 (𝑠𝑡 , 𝑎𝑡 ) = 𝐸𝑠𝑡+1∼𝐸 [𝑟 (𝑠𝑡 , 𝑎𝑡 ) + 𝛾𝑄 𝜋𝜑 (𝑠𝑡+1, 𝜋𝜑 (𝑠𝑡+1))]

A neural network function approximator parameterized by
𝜃𝑄 can be trained by minimizing the loss:

𝐿 (𝜃𝑄) = 𝐸𝑠𝑡∼𝐸,𝑎𝑡∼𝜋𝜑𝑖
[(𝑄(𝑠𝑡 , 𝑎𝑡 |𝜃𝑄) − 𝑦𝑡 )2]

where 𝑦𝑡 = 𝑟 (𝑠𝑡 , 𝑎𝑡 ) + 𝛾𝑄(𝑠𝑡+1, 𝜋𝜑 (𝑠𝑡+1) |𝜃𝑄).
Deep Deterministic Policy Gradient (DDPG) is a model-

free Q-Learning method in continuous action space [10] by
combining Deep Q-network [11] and Deterministic Policy
Gradient [12]. However, the performance of the Q-learning
algorithm is known to be influenced by the systematic overes-
timation of values because of the output prediction noise [13].
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If overestimation bias accumulates, policy updates will be
negatively affected during the FEL online optimization with
relatively large orbit jitter. As a potential solution, Twin De-
layed Deep Deterministic Policy Gradient (TD3) [14] solves
the problem by using several techniques on the DDPG. Fig-
ure 1 describes the structure of TD3.

The first technique is Clipped Double-Q Learning. In
TD3, additional bias can be reduced by learning two Q-
functions and selecting the smaller Q value:

𝑦𝑡𝑎𝑟𝑔𝑒𝑡 = 𝑟 + 𝛾𝑚𝑖𝑛
𝑖=1,2

𝑄 𝜃𝑖′ (𝑠
′, 𝜋𝜑1 (𝑠′))

Unlike the actor-critic network, the target update is presented
by two critic networks. The value target in Clipped Dou-
ble Q-learning contributes no additional overestimation as
compared to the standard Q-learning target.

Figure 1: Structure of Twin Delayed Deep Deterministic
Policy Gradient.

Less frequent policy updates in TD3 allow the value net-
work to become more reliable and error-free, resulting in a
lower variance value estimate and a better policy network.
The parameters are updated according to 𝜃′ ← 𝜏𝜃+(1−𝜏)𝜃′,
which maintains a small temporal difference error and slows
down the updating process.

Adding noise to the target policy and averaging over mini-
batches can reduce the impact of inaccuracies induced by
function approximation error:

𝑦 = 𝑟 + 𝛾𝑄 𝜃 ′ (𝑠′, 𝜋𝜑′ (𝑠′) + 𝜖)

𝜖 ∼ 𝑐𝑙𝑖𝑝(N (0, 𝜎),−𝑐, 𝑐)
Moreover, a regularization approach can be used in the

training stage to smooth the target policy and solve the over-
fitting issue of value estimate in the deterministic policy.

FEL SIMULATION
Simulations with GENESIS 1.3 [15] are carried out using

the typical parameters of the Shanghai Soft X-Ray Free Elec-
tron Laser User Facility (SXFEL-UF), as given in Table 1,
to test RL methods at different setpoints. In this simulation,
the methods of TD3 and DDPG are used to correct the orbit
between the undulators and achieve the SASE FEL optimiza-
tion. According to the simulated result with an ideal orbit,

the radiation can get saturation with 6 undulators as shown
in Fig. 2, thus 6 correctors are used to correct the orbit and
ensure a better FEL amplification. Before optimization, we
have added horizontal and vertical offsets of about 0.12-
0.15 mm at the very beginning of the undulator because the
entrance parameters of the actual facility are not always ideal.
With these offsets, the laser power dropped from 1.16 GW to
around 0.05-0.18 GW. Misalignments between undulators
are not considered during the training.

Table 1: Main parameters of the simulation

Parameter Value
Beam average energy 1.5 GeV
Peak current 800 A
Energy spread 0.014%
Average beam radius (RMS) 50 𝜇m
Undulator length 126 × 2.35 cm
FEL wavelength 3.72 nm

Figure 2: Layout of the undulator system. Six undulator
segments are used for SASE amplification to saturate at the
typical wavelength.

In the optimization process, actions performed by the
agent are the magnetic strengths of six correctors in the hor-
izontal and vertical directions. The electron beam trajectory
is a group of position coordinates of the electron beam along
the undulator line, and it is also the state of the environment.
To maximize the FEL power, we set the reward function as
𝐼/𝐼0 − 1, where 𝐼 is the current power of each step and 𝐼0 is
the initial power before optimization with orbit offsets.

RESULTS AND DISCUSSION
In the FEL simulation environment, we utilize TD3 and

DDPG with the parameters listed in Table 2 to conduct beam
tuning trails with different random seeds. The learning rate
of actor network is 0.0001 and critic network is 0.0003.
Actor and critic networks have two layers, with 256 and 512
nodes respectively. Each trail runs for about 2000 steps. The
learning results with TD3 and DDPG agents are shown in
Fig. 3. According to Fig. 3, the reward function converges as
the learning process of TD3 agent accumulates, and the FEL
power gets saturation finally. Whereas, the DDPG agent
cannot be able to get the stabilization condition in limited
episodes.

Figure 4 shows the initial FEL gain curve and optimized
FEL gain curves with these two methods in a tuning task.
In our optimization, a special case with an initial offset of
150 𝜇m at both horizontal and vertical positions is adopted to
simulate the actual FEL facility with a nonideal entrance or-
bit. For this case, there will be an offset between the optimal

T
hi

si
sa

pr
ep

ri
nt

—
th

e
fin

al
ve

rs
io

n
is

pu
bl

is
he

d
w

ith
IO

P

13th Int. Particle Acc. Conf. IPAC2022, Bangkok, Thailand JACoW Publishing
ISBN: 978-3-95450-227-1 ISSN: 2673-5490 doi:10.18429/JACoW-IPAC2022-TUPOPT013

TUPOPT013C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

4.
0

lic
en

ce
(©

20
22

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I

1026

MC2: Photon Sources and Electron Accelerators

A06: Free Electron Lasers



Table 2: Network parameter settings of DDPG and TD3
algorithm

Parameter Value
Actor learning rate 0.0001
Critic learning rate 0.0003
Deep neural network size 256 × 512
Batch size 128
Optimizer Adam
Discount factor 0.99

Figure 3: Learning curves comparison between TD3 and
DDPG agents for the FEL tuning tasks. The shaded area
represents the range of confidence intervals when aggregat-
ing 10 training curves with randomly initialized network
parameters by an estimator.

Figure 4: The initial FEL gain curve and optimized FEL
gain curves with DDPG and TD3 optimization.

orbit and the magnetic center of undulators as well. Accord-
ing to Fig. 4, TD3 algorithm optimizes the output power from
the initial 0.078 GW to 0.813 GW approximately, which is
significantly higher than the DDPG algorithm. In Fig. 5, the
true value is estimated using the average discounted sum
of rewards over randomly initialized 10 steps following the
current policy. Compared with TD3, there exists an appar-
ent overestimation bias that occurs on the DDPG learning
procedure. Rapidly rising values but limited laser power
gains during DDPG optimization indicate inaccurate action
evaluation and problematic strategy updates.

Figure 6 shows the initial beam orbit and optimized beam
orbit with DDPG and TD3 method. For an actual FEL am-
plification, a relatively straight orbit can ensure better inter-
action between the electron beam and radiation. Therefore,
we try to find a straight and optimized orbit to obtain a bet-
ter FEL amplification in our simulation, as shown in Fig. 6.
According to Fig. 4, we can also find that the final peak
power with TD3 optimization is larger than that with no
optimization and DDPG optimization.

Figure 5: Estimated value and true value of DDPG and TD3
in FEL optimization.

Figure 6: The initial beam orbit and optimized beam orbit
with DDPG and TD3 methods.

CONCLUSION
We have tried to optimize the electron beam trajectory

in undulators by using policy gradient methods to simul-
taneously control multiple corrector magnets. According
to the preliminary simulation results, TD3 can consider-
ably enhance the learning speed and performance of DDPG
because it addresses the overestimation bias issue. The pro-
posed method can perform tasks that involve management of
more magnetic parameters and more complex requirements
by simply modifying network structure since no prior phys-
ical knowledge and datasets are required. This method is
being tested in the SXFEL facility, and it may be applied to
the FEL optimization for the whole undulators and varying
wavelengths in the future.
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