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Abstract
We discuss the possible use of crystalline beams in stor-

age rings for applications in quantum information science
(QIS). Crystalline beams have been created in ion trap sys-
tems and proven to be useful as computational basis for QIS
applications. The same structures can be created in a storage
ring, but the ions necessarily have a constant velocity and
are rotating in a circular trap. The basic structures that are
needed are ultracold crystalline beams, called ion Coulomb
crystals (ICC’s). We will describe different applications of
ICC’s for QIS, how QIS information is obtained and can be
used for quantum computing, and some of the challenges
that need to be resolved to realize practical QIS applications
in storage rings.

INTRODUCTION
Quantum information science is a growing field that

promises to take computing into a new age of higher perfor-
mance and larger scale computing, able to solve problems
classical computers are incapable of solving [1]. The out-
standing issue in practical quantum computing today is scal-
ing up the system while maintaining interconnectivity of the
qubits and low error rates in qubit operations, to be able to
implement error correction and fault-tolerant operations [2].
Trapped ion qubits offer long coherence times that allow
error correction [3, 4]. Error correction algorithms require
large numbers of qubits. We can potentially create many
thousands (or more) of qubits with long coherence states in
a storage ring [5]. A circular radio-frequency quadrupole
(CRFQ) (shown in Fig. 1) is a large circular ion trap that
could enable larger scale quantum computing [6]. Such a
Storage Ring Quantum Computer (SRQC) would be a scal-
able and fault-tolerant quantum information system [7, 8].
With computing demands potentially outpacing the supply
of high-performance systems, quantum computing could
bring innovation and scientific advances to particle physics
and other DOE-supported programs [9].
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Figure 1: Circular Radio Frequency Quadrupole. Four flat
vanes are precision shaped and fitted into ceramic guides.
Drift tubes are distributed around the ring and are used for
orbit correction and can be used to accelerate the beams.
This design is modeled on the PALLAS CRFQ [10].

Overview of Ion Coulomb Crystals and Applica-
tions

An ion Coulomb crystal [11–13] is an ultracold crys-
talline beam [14–17]. It needs to be cooled to the point
where the de Broglie wavelength is greater than or equal
to the particle thermal oscillation amplitude, but not to the
point of the Lamb-Dicke limit [18]. This is something of a
’Goldilocks’ regime, where couplings between internal and
external quantum states are not strongly suppressed and is
well above a Bose-Einstein condensate [19]. In this regime,
thermal vibrations are small enough to distinguish the exter-
nal quantum modes of the crystalline structure.

Related Work in Ion Traps
Trapped Ion quantum computers generally use Paul Traps

or similar devices that use an electric field oscillating at RF
frequencies to prevent ions from drifting out of the trap while
they are cooled and stopped in the trap [20]. Many designs
and methods are being developed to resolve issues that can
lead to practical quantum computers using trapped ions [21].
These issues are usually described as the DiVincenzo’s cri-
teria, which state that a system is scalable, has means for
initializing qubits, allows operations within decoherence
times, has methods for a universal set of operations, and
allow qubits to be easily read [22]. What is now significant
is the technologies are well enough advanced that companies
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are forming to market ion trapped based quantum computing
systems [23].

The use of ICCs goes beyond just quantum computing.
They can be used for quantum memory (note the no cloning
theorem) and for error correction. ICCs are also of interest,
as poorly studied states of matter may exist on the surface
and atmosphere of neutron stars.

ENTANGLEMENT AND GATES
Entanglement plays an essential role in quantum comput-

ing. What is entangled are the complex vectors describing
the wavefunction states in two quantum systems. In our
case, we exploit the hyperfine states of electrons in the upper
energy level shells of atoms in an ICC. Our qubit states are
the hyperfine spin states. Even when the ions are separated
by a large distance, but the hyperfine quantum states can be
coupled. If we had two particles with entangled hyperfine
states, we could put one into a spin-up state, by exciting it
with a laser pulse. The other ions spin state will then go
into a spin-down state. We can observe this by measuring
the states and seeing that if one is fluorescing when illumi-
nated by laser light, the other one will always be dark. These
are our canonical qubit |1⟩ and |0⟩ states for the ions in an
ICC. The two ions were placed in such a state by perform-
ing operations that create an entangled wavefunction, such
as 𝜓 = |01⟩ − |10⟩. Such a state does not factorize into a
product of the single particle wavefunctions, so 𝜓 ≠ 𝜓1𝜓2,
meaning the two are entangled.

In quantum computers changing the state of an entangled
qubit, which then changes the state of the paired qubit (al-
most) immediately, improves the processing speed of the
quantum computation. This is necessary in order to achieve
exponential speed-up over classical algorithms [24].

To entangle the two wavefunctions, we need to perform
an operation that will create a new wavefunction that cannot
factorize into the original two. This is the role of quantum
gate operations. One of the first, and most important quan-
tum gates is the CNOT gate. The CNOT gate is well-known
in classical computing, but the quantum version operates on
the wavefunctions, not a single state. In our hyperfine spin
states example, we can describe the wavefunction of two ion
qubits as 𝜓1 = 𝛼0 |0⟩ + 𝛼1 |1⟩ and 𝜓2 = 𝛽0 |0⟩ + 𝛽1 |1⟩,
where |𝛼0|2+|𝛼1|2 = |𝛽0|2+|𝛽1|2 = 1 (since the probability
amplitudes can be complex quantities). A CNOT operation
will change the states of the combined wavefunctions as
|00⟩ → |00⟩, |01⟩ → |01⟩, |10⟩ → |11⟩, and |11⟩ → |10⟩.
If we have a third wavefunction, we will call a control bit,
𝜓𝐶 = 1/√2(|0⟩ + |1⟩) and our target qubit is |0⟩, a new
wavefunction will be created that will entangle the two wave-
functions to a state 𝜓 = 1/√2(|00⟩ + |11⟩). We use as our
control bit an external eigenstate from the quantum motional
modes of the ion chain. Through a series of laser excitations,
the CNOT gate operation is performed using this control bit
to produce entanglement of the two internal eigenstates [25].

Quantum circuits are interconnections [26] of quan-
tum gates that can accomplish some desired overall func-

tion [27, 28]. There are well known quantum circuits for
purposes such as teleportation, super dense coding and error
correction. Quantum gates include well known ones such
as the H, CNOT, SWAP, I, Z, X and Y gates. Sometimes a
gate may be expressed as an equivalent interconnection of
more basic gates [29]. Sometimes gates entangle multiple
qubits. Finally each logical qubit may be represented by
several physical qubits (i.e., ions and their states) [30].

MOTIONAL MODES
A classical object, an ion Coulomb crystal can be de-

scribed as a string of charged masses acting as simple har-
monic oscillators. This structure can be described in one
dimension as masses coupled by springs. Here the motion
is small compared to the distances between the ions and so
the spring coefficient, 𝑚𝜔2

0, is constant. The fundamental
frequency, 𝜔0, for the chain of ions and is a function of the
Coulomb and other potentials holding the ions in the chain.
In this case, the motion is seen as modes in the axial motion
of the ions. Looking at it in three dimensions [31], there are
N independent harmonic oscillators each of charge +1 and
mass 𝑚, the potential is the sum of applied voltages and the
Coulomb potential of the adjacent ions,

𝑉 = 𝑚
2

𝑁
∑
𝑗=1

(𝜔2
𝑥𝑥2

𝑗 + 𝜔2
𝑦𝑦2

𝑗 + 𝜔2
𝑧 𝑧2

𝑗 ) + ∑
𝑛,𝑗

𝑒2

4𝜋𝜖0𝑟𝑛,𝑗
, (1)

where 𝑟𝑛,𝑗 is the distance between ions 𝑛 and 𝑗 and 𝜔𝑢 is
the center of mass frequency (of the system) along the 𝑢
direction. We define 𝑑 to represent a unitless scale length,
𝑑𝑛 = 𝑧0

𝑛/𝑙, where 𝑙3 = 𝑒2/(4𝜋𝜖0𝑚𝜔2
𝑧 ). The potential can

be expanded out as a Taylor series, where the first order
is zero (by definition) and the second order represents a
harmonic approximation of the potential seen by the ions.

𝑉 = 1
2 ∑

𝜉,𝑛,𝑗
𝑞𝜉

𝑛 𝑞𝜉
𝑗 [ 𝜕2𝑉

𝜕𝜉𝑛𝜕𝜉𝑗
]

𝜉𝑛=𝜉0
𝑛

. (2)

Expanding around the ion equilibrium positions, 𝜉0
𝑛 =

(𝑥0
𝑛, 𝑦0

𝑛, 𝑧0
𝑛), such that 𝜉𝑛 = 𝜉0

𝑛 + 𝑞𝜉
𝑛 , 𝑞𝜉

𝑛 represents the posi-
tion of ion 𝑛 in the direction 𝜉. In this case, the quantized
vibrational energy per mode 𝑛, is

𝐸𝑛 =< 𝑛|𝐻0|𝑛 >= (𝑛 + 1
2)ℏ𝜔0. (3)

As the number of ions increase, the number of modes also
increase. An ensemble of ions of size 𝑁 + 1 has 3𝑁 + 3
motional degrees of freedom, so as 𝑁 becomes large, cooling
and controlling the chain becomes very difficult. However, in
a storage ring, we can imagine isolating two small ensemble
of ions, cooling them independently, and then adiabatically
merging the two chains, each already in a ground state.

Tracking large numbers of ions may seem to be more an
engineering problem. But given that we need to cool all
ions down to stable ICCs of variable lengths, we need to
quickly and precisely locate each ion. When two ions are
entangled we want to be able to identify them, especially in
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an environment where many entangled ions may exist in a
single volume.

The equilibrium positions of the ions 𝑧0
𝑛(𝑥0

𝑛 = 𝑦0
𝑛 = 0)

are determined from the first derivative of the potential. Us-
ing the scaling parameter, 𝑢𝑛, the longitudinal equilibrium
positions of the ions will be given by

𝑢𝑗 −
𝑗−1
∑
𝑛=1

1
(𝑢𝑗 − 𝑢𝑛)2 +

𝑁
∑

𝑛=𝑗+1

1
(𝑢𝑗 − 𝑢𝑛)2 = 0. (4)

The scaling parameter, 𝑢𝑛 = 𝑧0
𝑛/𝑙, where

𝑙 = [𝑒2/(4𝜋𝜖0𝑚𝜔2
𝑧 ]1/3. Equation (4) is a set of N

coupled algebraic equations and can only be solved
numerically. To determine the positions precisely as N
becomes large, the computation time becomes exceedingly
long, scaling by 𝑂(𝑁2). The calculation can be parallelized,
but gets very CPU greedy as a function of N. On a GPU
implementation, the data transfers limit the wall clock
time. We studied the use of machine learning and doing
parametrized fittings to find solutions [32]. If we can elimi-
nate the number of variables to calculate, we can reduce the
computation time. This can be done by re-expressing Eq. (4)
in terms of the ion spacings and then only calculating the
increases in spaces that are significant. This approximation
method may be sufficient for the purposes of quickly finding
and labeling ion positions experimentally.

− [𝑁 − 1
2 − (𝑗 − 1)]𝑉𝑚𝑖𝑛 −

⌊ 𝑁
2 ⌋−1

∑
𝑖=𝑗

𝑉𝑖−

𝑗−1
∑
𝑛=1

1
[(𝑗 − 𝑛)𝑉𝑚𝑖𝑛 + ∑𝑗−1

𝑖=𝑛 𝑉𝑖]2
+

⌈ 𝑁
2 ⌉

∑
𝑛=𝑗+1

1
[(𝑛 − 𝑗)𝑉𝑚𝑖𝑛 + ∑𝑛−1

𝑖=𝑗+1 𝑉𝑖]2
+

𝑁
∑

𝑛=⌈ 𝑁
2 ⌉+1

1

[(𝑛 − 𝑗)𝑉𝑚𝑖𝑛 + ∑⌊ 𝑁
2 ⌋−1

𝑖=𝑗 𝑉𝑖 + ∑⌊ 𝑁
2 ⌋−1

𝑘=𝑁−(𝑛−1) 𝑉𝑘]2

= 0
(5)

Figure 2 shows the new variables. Expressing Eq. (4) in
terms of these variables, we find Eq. (5), where, (𝑗 =
1, 2, 3, ..., ⌈𝑁

2 ⌉). The variables, 𝑉𝑚𝑖𝑛, 𝑉𝑖, and 𝑉𝑘 are in the
same units as the 𝑢𝑛. The problem looks more complicated,
but as 𝑁 becomes large, 𝑉𝑚𝑖𝑛 asymptotically approaches
a constant value and the values of 𝑉𝑖 in the middle of the
chain asymptotically become constant and small, compared
to 𝑉𝑚𝑖𝑛. We are still investigating this approach, but with the
promise of reducing the number of variables we can speed
up the calculation.

3D COOLING
The main difficulty with transverse cooling in a ring is

the transverse velocity components are not accessible. To
expose them requires adding some method of kicking the
ions tangentially, as in sympathetic cooling, electron cooling,

Figure 2: Equilibrium spacings variables.

or even stochastic cooling, or finding a way to expose the
transverse components to a longitudinal laser pulse. This
would simulate cooling by optical molasses. To this end, we
are investigating the use of an electrostatic wiggler (both in
a simple configuration or as a helical wiggler).

For example, consider a CRFQ style drift tube configured
to be used as a deflector. We will assume it acts very close
to a simple parallel plate deflector. The drift tube is 8.5 mm
long with a gap of 10 mm. The design is such that the field
only penetrates at 0.5%, for a 500 V applied potential, the
ions only see a 2.5 V potential.

Consider a Ytterbium ion, singly charged, enters the drift
tube on axis with a velocity of 1000 m/s. It will see an
electric field of 𝐸 = 𝑉𝑒𝑓 𝑓/ℎ = 2.5/10−2 = 250 V/m and will
experience a force of 𝐹 = 𝑒𝐸 = 𝑒𝑉/ℎ = 4𝑥10−17 N. This
will introduce an acceleration of 𝑎 = 𝐹/𝑚 = 1.4𝑥108 m/sec2

(mass = 173.04 u). A simple simulation shows we can obtain
rotation angles of over 0.15 radian, which could be made
variable over all smaller angles. With the wiggler contained
within the CRFQ lattice, particles will remain confined by
the transverse RF linear focusing.

CONCLUSION
The use of ICCs in storage rings can potentially allow

scaling of QIS applications beyond what is available today
or even in the near future. Since the SRQC is nothing more
than an unbounded ion trap, the same technologies and tech-
niques can be applied. The challenges in such an approach
are in developing new methods to track ions with non-zero
velocities, cooling a large number of ions, and controlling
the computational work as many lasers are applied to write
and measure qubit states.
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