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Abstract
We present a multi-objective evolutionary optimization

algorithm that uses Gaussian process (GP) regression-based
models to select trial solutions in a multi-generation iter-
ative procedure. In each generation, a surrogate model is
constructed for each objective function with the sample data.
The models are used to evaluate solutions and to select the
ones with a high potential before they are evaluated on the
actual system. Since the trial solutions selected by the GP
models tend to have better performance than other methods
that only rely on random operations, the new algorithm has
much higher efficiency in exploring the parameter space.
Simulations with multiple test cases show that the new al-
gorithm has a substantially higher convergence speed and
stability than NSGA-II, MOPSO, and some other recent
preselection-assisted algorithms.

INTRODUCTION
In the particle accelerator field, there are many challeng-

ing design optimization problems, such as lattice design
for synchrotron light sources [1–3], beamline design for
photoinjectors [4], and cavity design for superconducting
Radio Frequency (SRF) components. The design of such
complex systems often requires the search of the ideal so-
lution among a multi-variable parameter space. The ideal
solution may involve a trade-off of competing performance
requirements. In recent years, multi-objective evolutionary
algorithms (MOEAs) have been widely adopted to discover
the set of solutions with the best performances, i.e., the
Pareto front. These include multi-objective genetic algo-
rithms (MOGA) [5–7] and multi-objective particle swarm
optimization (MOPSO) [8–11].

Because the design problems often require time-
consuming simulations. Therefore, high efficiency of the
optimization algorithm is crucial. Both MOGA and PSO
methods employ stochastic operations to produce new so-
lutions with existing good solutions, although the details
differ. The stochastic operations increase the ability of the
algorithms in searching for global optima. However, they
are not very efficient for fast convergence.

In this study, we propose a multi-objective multi-
generation Gaussian process optimizer (MG-GPO) for de-
sign optimization. The method uses Gaussian process (GP)
regression to build surrogate models for the selection of trial
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solutions. Similar to MOGA and MOPSO, it generates and
manipulates a population of solutions with stochastic opera-
tions in an iterative manner. The difference is that posterior
GP models are constructed and updated in each iteration
and are used to select the trial solutions for the actual eval-
uation. The model-based selection substantially boosts the
efficiency of the algorithm.

This algorithm has been successfully applied to the storage
ring light source lattice design optimization [12] as well as
online problems [13].

GAUSSIAN PROCESS REGRESSION
The Gaussian process regression is a type of Bayesian

inference, in which one combines a prior statistical model
and the observed evidences to deduce knowledge of the
actual statistical model, based on Bayes’ theorem of the
conditional probabilities.

A Gaussian process is the distribution of a random func-
tion in space through the mean function 𝑚(x) and the kernel
function 𝑘(x, x′). The kernel function represents the co-
variance of the function values at two locations. It is often
assumed to take the squared exponential form [14,15],

𝑘(x, x′) = Σ2
𝑓 exp(−1

2(x − x′)𝑇𝚯−2(x − x′)), (1)

where Σ𝑓 is the estimated variance of the function,
𝚯 = diag(𝜃1, 𝜃2, ⋯ , 𝜃𝑛) is a diagonal matrix and the 𝜃𝑖 pa-
rameters specify the correlation of the function values at two
points separated in space in the direction of 𝑥𝑖 coordinate.

After a number of sample data points, given as
(x𝑖, 𝑓𝑖 = 𝑓 (x𝑖)), 𝑖 = 1, 2, ⋯, 𝑡, are taken from the parameter
space, we can obtain a posterior distribution of the function
at a new point x𝑡+1, which is a Gaussian distribution with
the mean and standard deviation given by [14],

𝜇𝑡+1 = k𝑇K−1f𝑡, (2)
𝜎2

𝑡+1 = 𝑘(x𝑡+1, x𝑡+1) − k𝑇K−1k. (3)

The expected mean, 𝜇𝑡+1, is an estimate of the function
value and the standard deviation 𝜎𝑡+1 gives the uncertainty.

The GP model can be used for optimization. For a mini-
mization problem, the lower confidence bound (LCB), given
by

GP-LCB(x) = 𝜇(x) − 𝜅𝜎(x), (4)

is often used as the target function, where 𝜅 ≥ 0 is a constant.
A suitable value of 𝜅 is used to balance the exploitation and
the exploration strategies - a small 𝜅 favors exploitation and
a large 𝜅 favors exploration.
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MULTI-GENERATION GAUSSIAN
PROCESS OPTIMIZER

By combining the iterative, population-based framework
of MOGA and PSO with GP regression, we developed a new
algorithm, the multi-generation Gaussian process optimizer
(MG-GPO). The initial population of solutions may be ran-
domly generated, throughout the parameter space, or within
a small region in the parameter space. The population of
solutions, 𝑁, is fixed.

At each iteration, 𝑁 new solutions will be generated and
evaluated. The set of solutions evaluated on iteration 𝑛 may
be labeled ℱ𝑛. The set ℱ𝑛 is combined with the 𝑁 best solu-
tions from the last iteration, which form a set labeled 𝒢𝑛−1,
and the combined set is sorted with the non-dominated sort-
ing [6], from which the population of 𝑁 best solutions is up-
dated. A GP model is constructed for each objective, which
has its own set of model parameters, 𝚯(𝑗) and Σ(𝑗)

𝑓 . We also
give the prior GP model a non-zero mean, 𝑚𝑗(x) = 𝜇̄(𝑗). The
value of 𝜇̄(𝑗) and Σ(𝑗)

𝑓 are given by the mean and standard
deviation of the function values of the previous data set, re-
spectively. With the non-zero mean, the prediction is given
by:

𝜇𝑡+1 = k𝑇K−1(f𝑡 − 𝜇̄) + 𝜇̄. (5)

The use of a non-zero mean helps avoid an abrupt change in
the function value when searching in the transition region
between the sampled area and the un-sampled areas. A
wrong mean value could produce a bias that either pull the
search into the unexplored territory or prevent the search
into it.

New solutions are generated through the mutation,
crossover, and flocking operations. For each solution in
the previous population of best solutions, 𝒢𝑛−1, 𝑚1 new so-
lutions are by mutation and another 𝑚2 solutions are by
crossover. Mutation [16] and crossover [17] techniques
adopted are the same as in NSGA-II.

The (𝑚1 + 𝑚2)𝑁 solutions are then evaluated with the
GP models, which give the expected mean and standard
deviation for each objective function. We choose the GP-
LCB acquisition functions as the figure of merit for the
solutions. A non-dominated sorting is then performed over
the (𝑚1 + 𝑚2)𝑁 solutions, from which 𝑁 solutions are se-
lected for the actual design simulation. These 𝑁 solutions
form the set ℱ𝑛, which is then combined with 𝒢𝑛−1 and
another non-dominated sorting is used to updated the 𝑁 best
solutions, yielding 𝒢𝑛.

The 𝜅 parameter in GP-LCB can have a significant impact
to the behavior of the algorithm. A large 𝜅 value encourages
exploration of the parameter space but in the same time may
not take full advantage of the learned model. Conversely, a
small 𝜅 value better exploits the model but may not suffi-
ciently explore the parameter space. It could be argued that
at the beginning of an optimization a large 𝜅 is preferred as
more exploration is needed in order to discover the area in
the parameter space with good solutions. A small 𝜅 would

be preferred in the later stage as the algorithm converges to
a relatively small area where a refined search is needed. We
adopted an adaptive scheme to vary 𝜅 exponentially genera-
tion by generation and found it to yield faster convergence.

The GP models are updated at the end of the iteration.
The sample data used for the GP models are the combined
set of ℱ𝑛 and 𝒢𝑛. There will be some redundant data points,
as some solutions in ℱ𝑛 has just entered 𝒢𝑛.

The MG-GPO algorithm is summarized in Algorithm 1
(with 𝐺𝑚𝑎𝑥 being the maximum number of generations, 𝜌
the decreasing factor for 𝜅).

Algorithm 1: MG-GPO
1 𝑛 ← 0, Initialize the population, 𝒢0. Initialize

𝜅 ← 2;
2 Evaluate all solutions in 𝒢0;
3 Construct Gaussian process models, 𝒢𝒫0, with 𝒢0;
4 while 𝑛 < 𝐺𝑚𝑎𝑥 do
5 𝑛 ← 𝑛 + 1;
6 Update 𝜅 with 𝜅 ← 𝜌𝜅;
7 For each solution in 𝒢𝑛−1, generate 𝑚1

solutions with mutation and 𝑚2 solutions with
crossover;

8 Evaluate the (𝑚1 + 𝑚2)𝑁 solutions with
𝒢𝒫𝑛−1;

9 Use non-dominated sorting to select 𝑁 best
solutions, which forms the set ℱ𝑛;

10 Evaluate the solutions in ℱ𝑛 in the actual
system;

11 Use non-dominated sorting to select 𝑁 best
solutions from the combined set of 𝒢𝑛−1 and
ℱ𝑛, the results of which form 𝒢𝑛;

12 Construct Gaussian process models, 𝒢𝒫𝑛, with
solutions in ℱ𝑛 and 𝒢𝑛;

13 end

BENCHMARKING STUDY
Benchmarking studies were conducted to demonstrate

the fast convergence of the MG-GPO algorithm in com-
parison with the two classic MOGAs: NSGA-II [6] and
MOPSO [3, 18], that MG-GPO based on. Two recent PS al-
gorithms, CPS-MOEA [19] and MOEA/D-SVM [20], were
also selected for comparison.

Test Instances
Eight test problems from two test suites, the ZDT [21]

series and the UF [22] series: ZDT1, ZDT2, ZDT3, ZDT6,
UF1, UF2, UF3 and UF4 have been used to benchmark the
performance of the MG-GPO algorithm in comparison to
the NSGA-II, MOPSO, CPS-MOEA and MOEA/D-SVM al-
gorithms. These test cases are commonly used for algorithm
performance comparison, for example, in Ref. [6]. All test
cases have two objective functions, 30 dimension decision
space, and assumed to be minimization problems.
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Figure 1: Comparison of HV and IGD between the five algorithms. The odd rows for IGD and the even rows for HV. The
columns stand for eight test problems. The filled area around each mean curve indicates the standard deviation of the
performance metric for each algorithm. The reference point in the HV calculation is set to (1, 1).

Experimental Settings
For the MG-GPO implementation, the parameter range

is normalized to [0, 1]. The polynomial mutation (PLM)
and simulated binary crossover (SBX) control parameters
are set to 𝜂𝑚 = 20 and 𝜂𝑐 = 20, respectively. The initial
value 𝜅 = 2 is used and it is scaled down by the factor
𝜌 = 0.85 in each generation. The multiplication factors are
set to 𝑚1 = 𝑚2 = 20. In all test cases, the correlation length
parameters of MG-GPO are optimized in each generation
with the GPy package [23]. The initial solutions are ran-
domly distributed, with parameters drawn from a uniform
distribution in the parameter range.

The population size is set to 𝑁 = 80 for all the algorithms
if applicable. The algorithms are run for 4080 evaluations.
Each test instance is repeated 10 times.

We chose hypervolume (HV) [24] and inverted gener-
ational distance (IGD) [25, 26] as optimization algorithm
performance indicators (PI).

Benchmarking Results
Figure 1 shows the evolution of HV and IGD metrics

for the algorithms. For each algorithm, the median and
the mean values for the 10 runs are shown. The spread of
the metrics among the 10 tests for each algorithm is shown
with shaded areas. Clearly, for ZDT series test problems,
MG-GPO converges faster than the other algorithms. In
addition, the performance of MG-GPO is very stable. The
spread of the metrics for MG-GPO is considerably smaller

than the other algorithms. Tables that summarize the IGD
and HV metrics can be found in Ref. [27].

CONCLUSION
We proposed a machine-learning based multi-objective

stochastic optimization algorithm, multi-generation Gaus-
sian process optimizer (MG-GPO), for accelerator optimiza-
tion. It operates on a population of solutions and updates the
population generation by generation as is done in MOGA
and PSO. In addition, it uses Gaussian process regression
models to select trial solutions, which substantially improve
its efficiency. The algorithm was tested against a few popular
optimization algorithms with commonly used benchmarking
problems and was found to have higher convergence speed.
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