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Abstract

Crystal collimation is studied as a possible scheme to
further improve the efficiency of ion collimation at the High-
Luminosity Large Hadron Collider (HL-LHC), as well as
for possible applications in the CERN program of Physics
Beyond Colliders. This concept relies on the use of bent
crystals that can deflect high-energy halo particles at large
angles, of the order of tens of urad. In order to reproduce key
experimental results of crystal collimation tests and predict
the performance of this system when applied to present and
future machines, a dedicated simulation routine was devel-
oped. This routine is capable of modeling both coherent and
incoherent interactions of beam particles with crystal colli-
mators, and is fully integrated into the magnetic tracking and
collimator modeling provided by the single-particle tracking
code SixTrack. This paper describes the implementation
of the routine in the latest version of SixTrack and its most
recent improvements, in particular regarding the treatment
of the crystal miscut angle.

INTRODUCTION

SixTrack [1-3] is a single-particle tracking code widely
used at CERN for simulating beam dynamics in circular
accelerators. It performs a symplectic and fully chromatic
tracking of protons and, as of recently, ions [4, 5] through a
magnetic lattice which includes all the different elements of
the machine that affect the beam dynamics (such as magnets,
RF cavities, etc.).

Collimation studies require a specific version of SixTrack,
which implements essential physics to treat the interaction
of beam particles with the constituting material of machine
elements [6,7]. The code is routinely used to predict the
distribution of losses in the ring [8], which can be compared
to the loss distribution measured in operations.

Crystal collimators, however, require a dedicated sim-
ulation routine which was originally implemented in Six-
Track v4 [9,10]. This routine models the interaction between
proton beams and crystal collimators via a Monte-Carlo sim-
ulation based on the theoretical description of coherent inter-
actions between charged particles and bent crystals [11, 12].
Only simulations of proton beams are supported.

A series of major changes implemented in SixTrack over
the years were grouped in a new version of the code, named
SixTrack v5 [13]. The crystal simulation routine, on the
other hand, was never part of the official release. As such, it
was never made available to the general public and could not
profit from these improvements, remaining instead based on
SixTrack v4.
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In 2019, a code development effort was launched in order
to make the crystal routine compatible with SixTrack v5 and,
as of version 5.4.1, the routine is part of the official SixTrack
release [14, 15]. This process offered the chance to develop
new features such as an improved treatment of the crystal
miscut angle.

MOTIVATION FOR IMPLEMENTATION
IN SIXTRACK V5§

Since the first implementation of the original crystal
simulation routine, many features where added to Six-
Track [16-19], such as:

e The online aperture check, i.e. the capability to check if
particles are lost on the machine aperture while the sim-
ulation is running, instead of saving their trajectories
for an offline check by a separated program.

* The possibility to run large statistics simulations on
BOINC [20], a platform that supports parallel comput-
ing on distributed systems.

* The ability to dynamically allocate data arrays.

* The DYNK module, used to change element settings
within a simulation on a turn-by-turn basis.

* The coupling with other codes (such as FLUKA [21]
and Geant4 [22]) to treat interactions with materials.

* A generally more streamlined structure for the input
files to set the parameters of the simulation.

* Various other code optimizations that reduced the time
required to run simulations in many scenarios.

The implementation of the crystal routine in SixTrack v5
takes advantage of all of these features. In the porting, all the
crystal-related physics calculations were kept in their own
separate modules, which are independently called whenever
a crystal collimator is encountered in a simulation.

BENCHMARK AGAINST
THE ORIGINAL VERSION

The original routine was benchmarked against data gath-
ered during crystal tests at the H8 extraction line in the
CERN North Area [11,23], at the SPS [10,24] and at the
LHC [15, 25,26]. In order to verify that there were no
changes in the crystal physics after the implementation in
SixTrack v5, the same setup used for the benchmark against
H8 data was chosen to compare the output of the two versions
of the routine.

A single passage of a double Gaussian distribution of
400 GeV protons through a silicon crystal placed at the cen-
ter of the beam line is simulated. The crystal is 2 mm long
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Figure 1: Process probability comparison between SixTrack v4 (blue) and v5 (orange) for 107 simulated protons interacting

with a silicon crystal. Statistical errors are calculated as VN, where N is the number of particles experiencing each process.

and its bending angle is 149 prad. The outcome of the inter-
action, in terms of the fraction of particles that experience
each specific process, is visually compared in Fig. 1. The
comparison shows no significant differences, aside from
very small variations in the least likely processes (probabil-
ity lower than 0.02%) that are within the statistical errors.
In order to further assess the reproducibility of the results
between the two routines, the respective output was also pro-
cessed to reproduce some of the typical plots used to analyze
and display data gathered at the H8 extraction line [11]. A
typical quantity that can be extracted from measurements
and then compared with simulations is the channeling effi-
ciency of the crystal, i.e. the percentage of particles hitting
the crystal that actually experience channeling for the entire
crystal length. This quantity can be estimated from the distri-
bution of the deflection angle, typically filtered by selecting
only particles whose impact angle falls between +6,. (i.e.
10 prad for this particular benchmark setup). The channeling
efficiency is calculated as the ratio of the 3¢ integral of the
Gaussian fit to the channeling peak and the statistics of the
whole distribution [11,27]. The results of this analysis are
shown in Fig. 2. The deflection angle distributions produced
by the two routines perfectly overlap, and the channeling
efficiency calculated with the method described above for
this setup (107 simulated protons) yields compatible values.
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Figure 2: Simulated deflection angle distribution produced
by SixTrack v4 (blue) and v5 (orange) for a silicon crystal,
after a 10 urad angular cut has been applied. The resulting
channeling efficiency is reported in the plot for both routines.

Additional benchmark studies were dedicated to the com-
plex multi-turn simulation setup at the LHC. Angular scans
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performed with proton beams at the LHC with the crystal as
primary collimator [25] are simulated, in order to compare
the results of the two routines at higher energy and taking
into account multi-turn effects. The chosen setup is based
on the machine settings used during crystal collimation tests
at the LHC in 2018, with particular focus on the horizontal
crystal installed on Beam 1. This is a 4 mm long silicon
crystal with a bending angle of about 65 prad. Different
values of tilt angle with respect to the optimal channeling
orientation are applied to the crystal. For each orientation,
the percentage of simulated particles that is absorbed at the
crystal is calculated in order to reconstruct the profile of
local losses as a function of the tilt angle (i.e. the angular
scan), which can be experimentally observed at the LHC.
The results for a simulated scan at 450 GeV are shown in
Fig. 3. The two routines produce consistent results, as the
profiles overlap very well aside from fluctuations that are
within the acceptable range for this kind of setup.
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Figure 3: Simulated angular scan for the Beam 1 horizontal
crystal at 450 GeV, compared with experimental data.

Running these simulations on the HTCondor batch sys-
tem [28], widely used at CERN for high statistics simulations,
it was possible to compare the mean CPU time needed by the
two versions of the routine to simulate each angular orienta-
tion. Figure 4 shows the ratio between the original and the
new version. A factor higher than 1 indicates that the average
CPU time required to run a simulation for that specific orien-
tation is reduced when using the newly implemented routine.
A general improvement can be observed at injection and
even more noticeably at flat top. The detailed comparison
shows the expected results of the migration from SixTrack v4
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to SixTrack v5, i.e. the most significant improvements are
observed when the crystal is in amorphous orientation. In
this configuration, the crystal acts as a very thin primary
collimator, so a large number of turns is needed for a parti-
cle to be either absorbed at the crystal or lost elsewhere. To
check which particles hit the machine aperture, SixTrack v4
spends a lot of time writing and reading the trajectory of
all particles not lost on collimators at the end of the simula-
tion. The online aperture check implemented in SixTrack v5,
however, takes care of this passage automatically while the
simulation is running. As a result, the required CPU time is
greatly reduced for simulations which involve the tracking of
large particle distributions for a significant amount of turns.
A significant, albeit lower, reduction is also observed for
orientations closer to channeling, where a smaller amount
of simulated turns is required.
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Figure 4: CPU time reduction factors between the origi-
nal and new routine for the Beam 1 horizontal crystal at
450 GeV and 6.5 TeV. For each orientation, 640 particles
per job are simulated. The number of turns increases from a
few hundreds to a few thousands when changing the crystal
orientation from channeling to amorphous.

Furthermore, the reduced size of the trajectory files pro-
duced by SixTrack v5 makes it possible to take advantage
of LHC@Home, a volunteer computing project based on
BOINC that uses internet-connected computers to carry out
complex simulations of accelerator physics [29]. This was
one of the key motivations, from a technical standpoint, to
implement the crystal routine in SixTrack v5.

UPDATED MISCUT ANGLE TREATMENT

Crystal collimation simulations normally consider per-
fectly cut crystals with crystalline planes aligned to the lat-
eral surface of the crystal facing the beam. In this case,
a channeled particle will always experience a deflection
equal to the nominal bending angle irrespective of its impact
parameter, defined as the transverse distance between the
lateral surface and the particle impact point. However, in
reality a non-zero angle between the crystalline planes and
the lateral face of the crystal is unavoidable. This is defined
as a miscut angle and causes a series of edge effects that
are especially important for particles that hit the crystal at
impact parameters smaller than a certain critical value.
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A first treatment of the miscut angle was implemented in
the original crystal routine [9]. The migration of the rou-
tine to SixTrack v5 offered the opportunity to upgrade the
treatment, using geometrical considerations to calculate the
effective deflection angle and the distance traveled by chan-
neled particles through the tilted planes of the crystal [15].
Furthermore, the coordinate transformations necessary to
move from the machine reference system used for the track-
ing to the crystal reference system used for the treatment of
the interaction are applied consistently in the new version,
removing some artifacts introduced by the original version.

Simulation studies were carried out to investigate the ef-
fects of the miscut angle on particles with different impact
parameters. Figure 5 shows preliminary results of the inte-
grated beam profile obtained for different values of miscut,
with impact parameters of the order of a few um. For a
negative miscut angle, channeled halo particles with small
impact parameter exit from the side of the crystal rather than
from the front face and experience a lower deflection than
the crystal bending angle, populating the region between the
fully deflected peak and the primary beam. As a result, a
slow rise in the integrated beam profile is observed, rather
than a saturation after the channeling peak is integrated. This
effect is more noticeable for large values of the miscut angle.
The new model is planned to be further benchmarked, in
view of including it in the official release and using it to
study the impact of these effects on crystal collimation.
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Figure 5: Integrated beam profile obtained in simulations
for the LHC at 6.5 TeV with a primary crystal collimator
with different values of miscut, as a function of the distance
from the beam axis.

CONCLUSIONS

The simulation routine for the interaction of protons with
bent crystals is now part of SixTrack v5 and available to
the general public. This makes it possible to profit from the
latest improvements of the tracking code, in particular recent
developments of parallel computing on distributed systems.
An updated treatment of the crystal miscut angle was devel-
oped and is currently being tested before the inclusion in the
officially released routine.
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