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Abstract

In recent years there has been a rapid growth in machine
learning (ML) and artificial intelligence (AI) applications in
accelerators [1]. Tools based on ML can help substantially
in revealing co-relations of machine conditions and beam
parameters that are not easily discovered using traditional
model-based simulations. Reducing machine tuning time
is among the many possible applications. While at APS,
we have many conventional tools for the optimization, diag-
nostics, and controls of the accelerators, we would like to
explore and test ML-based methodologies for APS machine
operation, optimization, and control. In this paper, an ap-
plication of neural networks to the APS linac bunch charge
transmission efficiency is presented.

INTRODUCTION

The APS linac [2,3] has been designed for static operating
conditions: beam energy, beam current, bunch lengths, and
bunch charge. Recently, interleaving operation [4, 5] was
introduced to the APS linac requiring switching the linac
every two minutes between two modes of operation. After
the APS Upgrade [6] is complete, switching will need to be
done every 5 to 10 seconds [7]. The performance of the APS
linac will need to be pushed beyond its current state-of-the-
art for a planned demonstration of a high efficiency FEL [8]
in the APS linac extension area. Reaching these goals will
be extremely challenging and time consuming, if possible at
all, with a manual machine tune up. In addition, the dynam-
ics of intense electron bunches in linear accelerators like
the APS linac are dominated by complex collective effects,
such as wakefields, space charge, and coherent synchrotron
radiation [9], that are not very predictable, making it diffi-
cult to control and tune beam properties using model-based
approaches. Application of machine learning is extremely
well-suited to accelerators with their ability to produce vast
data sets using a high repetition rate of beam pulses.

The objective of our approach is to establish and test three
ML models at the APS linac to speed up processing of the
rf gun front-end charge optimization. The bunch charge
measured after the chicane via a current monitor (L3:CM1
charge) is shown in Fig. 1. Sixteen variables are included in
the ML-based models. These are bipolar power supplies for
magnets installed between the thermionic rf gun [10] and the
first accelerating structure, consisting of seven quadrupoles
and nine steering magnets.
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NEURAL NETWORK MODEL

Three standard neural network (NN) models were built,
each consisting of an input layer, two or three hidden layers,
and an output layer. The models are:

* NNN: with 3 hidden layers, and the numbers of nodes
in the hidden layers are 128, 256, and 256.

e NNN64: with 3 hidden layers, and the number of nodes
in each hidden layer is 64.

* NN64: with 2 hidden layers, and the number of nodes
in each hidden layer is 64. It is the same as NNN64 but
with one fewer hidden layer.

The difference between the three NN models is in the
hidden layers. With a small data set of 2000 data points and
using the number of hidden layers and the number of nodes in
each hidden layer, a parallel optimization method determined
that the best NN model found by a parallel optimization
method is the model with three hidden layers and 75 nodes
in each layer. This 75-node 3-hidden-layer NN model on
the complete data set shows no obvious difference from
the NNN64 model, so NNN64 is chosen for study. Further
optimization with the complete data set is not necessary,
since these models produce satisfactory results. This is
fortunate, as optimization with the full data set would be
time consuming and resource intensive.

DATA PREPARATION

Operational data archived from the past two years by the
APS data logger were used to train the ML model. Data
with a 4-second interval was chosen. To avoid the read-back
noise, we used the setpoints of the magnets. As with the
optimization [11], 16 magnets were used as the input vari-
ables for the NN models, and the L3:CM1 charge was used
as the output variable. The NN model results show that
the model predictions are able to follow the actual L3:CM1
data, but with large fitting errors. This is because the most
important factor, the kicker voltage, was ignored. The fea-
ture importance analysis by the random-forest-regressor [12]
shows that the kicker voltage plays the most important role
in changing the L3:CM1 charge, as shown in Fig. 2. The
L3:CMI charge is very sensitive to the kicker voltage, there-
fore, the kicker voltage is not included in the optimization
input variables; instead, it held fixed during optimization and
operation. However, the kicker voltage might be different
for different operation shifts, so the input data is filtered for
fixed kicker voltage, e.g., 13.5 kV.

Besides the 16 magnets used in the optimization, there are
12 other steering magnets located before L3:CM1 that are
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Figure 1: APS linac structure.
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Figure 2: Importance analysis of 16 magnets and the kicker
voltage by the random-forest-regressor.

continuously being adjusted by the feedback controller [13]
so that the L3:CM1 charge is being changed by these 12
steering magnets accordingly. These 12 steering magnets
were added to the input variables, so 28 input variables are
being used for the NN model. Due to the slow response of
the APS linac magnets, normally it takes about 10 seconds
for a change of 0.4 Amps. However, the data logger logs
at 4-second intervals, thus there are some data for the mag-
nets’ current (readback) that did not reach the setpoint. The
input data is further cleaned by filtering the data where the
readback and setpoint of the magnets do not agree within a
tolerance of 0.05 A. In summary, the two-year archived data
is being processed and cleaned as follows:

* extract data at a fixed kicker voltage of 13.5 kV.

* use all the magnets located before the L3:CM1 monitor
as input variables.

* remove any data points where the readback and setpoint
of the magnets do not agree within 0.05 A.

After applying the above processes, the input data has 13644
samples. The training, validation, and test set ratios for the
NN models are set to 60%, 20%, and 20%, respectively.

RESULTS AND DISCUSSION

Figure 3 shows the prediction of the L3:CM1 charge for
the three NN models versus the true values with the test set
data. All three NN models are successful in predicting the
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L3:CM1 values from the 28-magnet settings. The predic-
tions for about 90% of the samples follow the true values
well. However, there are large prediction errors when the
L3:CM1 charge is around 0.5 nC and around 0.2 nC. Af-
ter investigating, the large errors of the data points around
0.5 nC, seen in the top-middle of Fig. 3, come from the
averaging problem when switching the kicker between on
and off states. During APS top-up user operation [14], the
L3:CM1 charge should be 0 when the injection is turned off
or 1.0 nC (or more) when the injection is turned on. The
log data is from the averaged L3:CM1 charge PV, which is
averaged over the last two samples in the IOC. Sometimes
when turning the kicker on for injection, the previous value
of 0.0 nC is used for the average instead of using the value
after the trigger is turned on, due to trigger timing jitters;
therefore, the average value is about 0.5 nC instead of 1.0 nC.
Using the non-averaged charge PV as output, these large er-
rors caused by machine jitter disappear. However, due to the
bigger noise level of the non-averaged charge, it has bigger
prediction errors than the averaged charge overall. Thus, the
averaged charge is being used in order to have cleaner input
data.
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Figure 3: Predicted versus true values of the L3:CM1 charge
for the three NN models.

The large errors around the 0.2-nC charge shown in the
top-left of Fig. 3 are found to be caused by trajectory errors.
Although the magnet settings are perfect for output above
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the 1.0-nC L3:CM1 charge, the actual L3:CM1 charge is
only about 0.2 nC due to a bad trajectory caused by the slow
response of the steering feedback controller. This suggests
that the abnormally large errors are not arbitrary, but actually
give meaningful information that can be used to identify
problems.

Figure 4 shows histograms of the absolute prediction er-
rors of the three NN models. The mean absolute errors
(MAEs) of NN64, NNN, and NNN64 are 0.0165, 0.0132,
and 0.0151 nC, respectively. The NNN model turns out to
have the smallest MAE. Since more than 90% of the data
has a 1.0-nC charge, all NNN models are able to predict
the L3:CMI1 charge with about a 1 to 2% error from the
28-magnet settings.
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Figure 4: MAE histograms of the three NN models.

The NNN model that has different nodes in three hidden
layers turns out to be the best NN model in the APS linac
charge optimization application. However, it is impossible
to test different combinations of the number of nodes and
hidden layers manually.

While we looked for an optimizer to automatically find the
best ML model for our application, we found an interesting
tool, the Tree-based Pipeline Optimization Tool (TPOT) [15],
which is a Python automated machine learning tool that op-
timizes machine learning pipelines using genetic program-
ming. After running TPOT overnight with the same input
data, a second-order polynomial-features regression model
was found by TPOT. The predictions versus true values and
the histogram of the prediction errors are shown in Fig. 5.
The large prediction errors are from machine jitter and tra-
jectory errors. The MAE of this second-order polynomial-
features regression model is 0.0108 nC, slightly better than
the NNN model. The first-order coefficients of the magnets
also show that L1:RG2:QM2 and L1:RG2:SC2:HZ are the
two most sensitive knobs. This second-order polynomial-
features regression model is another option for APS linac
charge optimization besides the NNN model.

SUMMARY

All three NN models are able to detect machine jitter
and trajectory errors and to predict the L3:CM1 charge with
about 1 to 2% error from the 28-magnet settings. The NNN
model turns out to be the best and has the fewest number
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Figure 5: Results of second-order polynomial-features re-
gression model: prediction vs. true value (top) and his-
togram of prediction error (bottom).

of MAE errors. From our experience with ML models,
the quality of the data is important for ML model training.
Input data should be examined to clean up machine jitter
and/or trajectory errors before using them for developing
ML models.

This important analysis of the ML models indicates that

L1:RG2:QM2 and L1:RG2:SC2:HZ are the two most sen- .

sitive knobs in controlling beam lattice and trajectory. The
settings of these two knobs have a strong impact on L3:CM1
charge and should be placed in the first two locations in the
optimizer list to speed up the optimization process.
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