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Abstract
In this work, we apply multi-objective optimization meth-

ods to single-cell cavity models generated using non-uniform
rational basis splines (NURBS). This modeling method uses
control points and a NURBS to generate the cavity geome-
try, which allows for greater flexibility in the shape, leading
to improved performance. Using this approach and multi-
objective genetic algorithms (MOGAs) we find the Pareto
frontiers for the typical key quantities of interest (QoI) in-
cluding peak fields, shunt impedance and the modified Poynt-
ing vector. Visualizing these results becomes increasingly
more difficult as the number of objectives increases, there-
fore, in order to understand these frontiers, we provide sev-
eral techniques for analyzing, visualizing and using multi-
dimensional Pareto fronts specifically for RF cavity design.

INTRODUCTION
Multi-objective optimization methods are employed when

there are two or more conflicting objectives that must be
optimized simultaneously, which is often the case in RF
structure design. Mathematically these types of problems
can be summarized as follows:

𝑚𝑖𝑛/𝑚𝑎𝑥 𝑓𝑚(𝑥), 𝑚 = 1, 2, ...𝑀,
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑔𝑗(𝑥) ≥ 0, 𝑗 = 1, 2, ...𝐽,
𝑥𝑖𝑙𝑏 ≤ 𝑥𝑖 ≤ 𝑥𝑖𝑢𝑏, 𝑖 = 1, 2, ..., 𝑛

(1)

Where 𝑓𝑚 are the objectives, 𝑔𝑗 are the constraints, and 𝑥𝑖
are the upper and lower bounds of the input parameters. A
unique, optimal solution to these problems does not exist,
and instead a set is found that defines the trade-off between
the objectives. This is shown in Fig. 1 for a 2D case where
the two objectives 𝑓1 and 𝑓2 are to be minimized. The set of
solutions that are not dominated by any other feasible points
are called Pareto optimal points and when mapped to the
objective space, they make up the Pareto frontier.

Figure 1: Pareto-optimal solutions in 2D.
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APPLYING MOGAS TO RF CAVITIES
To explore these methods, a generic X-band (12 GHz),

𝛽 = 1, 2𝜋/3 travelling wave cavity has been optimized,
with an assumed desired group velocity (𝑣𝑔) of 1%. The
objectives used for the optimization were: maximizing the
shunt impedance per unit length (Z), whilst minimizing the
peak normalized electric field, magnetic field and modified
Poynting vector (𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐, 𝐵𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 and √𝑆𝑐/𝐸𝑎𝑐𝑐, re-
spectively [1]). The constraints on the optimization problem
were that the fundamental accelerating mode frequency had
to be kept constant and that the nose cone of the optimized
geometry could be feasibly manufactured.

Modeling Methods
Two types of cavity modeling methods were considered,

one using standard shapes such as circular radii and angles
to define the nose cone geometry and the other a model
using NURBS and control points to generate the geometry
allowing for much greater control of the nose cone shape [2].
The two methods and geometries are shown in Fig. 2.

Figure 2: Standard parameters vs. spline geometry.

OPTIMIZATION
The MOGA’s used for the optimization were the Fast Non-

dominated Sorting Genetic Algorithm (NSGA-II) [3], and
the Archive-Based Micro Genetic Algorthim (AMGA), al-
though other algorithms were explored including the Neigh-
borhood Cultivation Genetic Algorithm (NCGA). The op-
timizations were performed using ISIGHT [4] with CST
MWS [5] used to calculate the cavity fields.

Algorithms
The initial population size was chosen based on the num-

ber of input parameters, typically using values of 60-100
individuals. The cavity resonant frequency was handled
using a constraint method with 𝜖 = 40 MHz and to handle
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the requirement of the group velocity a number of options
were considered:

1. Having 𝑣𝑔 as an objective with an appropriate choice
of the aperture radius upper and lower bounds.

2. Having 𝑣𝑔 as a constraint, similar to the frequency.

3. Choosing a fixed value of the aperture radius based on
estimates and allowing 𝑣𝑔 to vary between constrained
bounds.

4. Having 𝑣𝑔 as both an objective and a constraint.

Table 1: Algorithm Parameters.

Parameter Value

Population Size 60
Crossover Probability 0.9
Crossover Distribution Index 9
Mutation Distribution Index 18

The constraint placed on 𝑣𝑔 was ± 0.05% of c and the
algorithm parameters were kept constant for the various
runs, as shown in Table 1. The results of an investigation
into the algorithms and options for handling 𝑣𝑔 are shown
in Fig. 3. By fixing the aperture radius, convergence to a
similar Pareto front can be significantly faster as shown by
the 6th and 7th runs, although this limits the ability of the
algorithm to maximize Z at higher values of 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 as
Z is highly dependent on the aperture size.

The best results were obtained by estimating a value of
the aperture radius, allowing the algorithm to search within
± 1mm and having 𝑣𝑔 as an objective and a constraint. As
shown in the last run, after 10k evaluations it had already out-
performed the other methods in terms of the highest values
of Z for the same 𝑣𝑔 bounds.

Figure 3: Z vs. 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 Pareto Fronts.

An example of a 2D Pareto front for 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 vs.
√𝑆𝑐/𝐸𝑎𝑐𝑐 is shown in Fig. 4. By binning Z and finding

the Pareto front for each bin, information about the optimal
geometry can be obtained. The lowest values of 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐
come at the expense of a much lower Z and a higher value
of √𝑆𝑐/𝐸𝑎𝑐𝑐, while the highest values of Z increase both
peak fields. In the centre though, for a modest increase
in 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐, Z can be increased significantly whilst also
decreasing √𝑆𝑐/𝐸𝑎𝑐𝑐.

Figure 4: √𝑆𝑐/𝐸𝑎𝑐𝑐 vs. 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 Pareto Fronts.

VISUALIZATION METHODS
Once the MOGA has converged to a Pareto frontier in N-

dimensional objective space, visualisation techniques must
be implemented to explore the trade-off between objectives.

In order to visualise a design space for a multi-objective
problem, various methods have been developed. Whilst
many methods do provide ways to observe the range and
structure of an objective space, some do not readily allow a
user to optimise a single cell as they use often use dimension-
ality reduction (DR) or goal functions to aid visualisation,
potentially loosing individual objective trade-offs. Some
common examples of DR are Prosection [6] and 3D Radial
Coordinate Visualisation (3dRadVis) [7]. These methods
work by constricting the objective space to a refined sub-
space which ideally allows the user to retain all the relevant
information, and loses information that is not useful.

Not all data sets allow for DR to retain all useful in-
formation. As an example, a circular particle distribution
with Gaussian particle density can be reduced in dimension
(𝑥, 𝑦 → 𝑟) with no loss of information, as the data set has
rotation symmetry. If instead the particle distribution is
elliptical, performing DR (𝑥, 𝑦 → 𝑟) will lose information
regarding the rotation angle of the ellipse [9]. As a result,
combining 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 and √𝑆𝑐/𝐸𝑎𝑐𝑐 into one objective (as
is done in Prosection) will enable good points to be selected,
however all information of individual objectives is forfeit.
The aim is to provide a self-consistent method that can be
repeated for all single cell design studies.

Decision maps (DMs) are an effective way of display-
ing three objectives. DMs display bi-objective Pareto front
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Figure 5: DM showing the Pareto front for 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 ver-
sus √𝑆𝑐/𝐸𝑎𝑐𝑐 as a function of Z.

slices as a function of a third, and recently, more objectives
can be visualised via Interactive DMs [8]. Figure 5 displays
three objectives in the form of a DM. The Pareto front for
two objectives is shown as a function of a third dimension,
which is shown using colour. Figure 5 could incorporate an
additional objective by plotting the front as a line with differ-
ent line style. As a result it would be possible to display the
Pareto front of 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 versus √𝑆𝑐/𝐸𝑎𝑐𝑐 at a particular
Z and surface magnetic field, for example.

All five objectives can be shown on a single plot if colour
and point size variables are introduced (in fact, six dimen-
sions are possible if point shape is also used). Figure 6 shows
five objectives for Pareto optimal points only. This is not
massively useful as when three spatial dimensions are used,
clarity is lost when projecting the plot onto a 2D plane.

Another method that can display all objectives on one plot
without utilising DR is the parallel coordinate plot. Parallel
coordinate plots display a solution as a line crossing equally
spaced axis representing each objective. Figure 7 shows a
parallel coordinate plot were the objectives are temperatures
at different times in a geographic example [10]. The plot is
shown twice with different axis scaling. The production of
the parallel coordinate plot possess four degrees of freedom,
such as the objective axis order, and the scale of each axis.
Parallel coordinate plots are a powerful way to display the
objective space and display trade-offs that are not clear from
other visualisation techniques such as the bubble scatter plot.
These will be explored in future work.

CONCLUSION
Multi-objective genetic algorithms have been applied to a

12 GHz TW single cell cavity design space with the intent to
maximise/minimise the key qualities of interest. New mod-
eling methods have also been employed that allow a higher
shunt impedance to be realized for the same peak fields. An

Figure 6: 5D bubble scatter plot showing all Pareto optimal
solutions for all objectives.

Figure 7: Parallel Coordinate Plot.

optimum method for handling 𝑣𝑔 has been identified along
with an appropriate choice of algorithm for fast convergence.
A variety of visualisation techniques have then been intro-
duced to explore the N-dimensional Pareto fronts and better
understand the trade-offs between the objectives.
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