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Abstract 
Intrabeam scattering is an important collective effect that 

can deteriorate the properties of a high-intensity beam, and 
electron cooling is a method to mitigate the IBS effect. 
JSPEC (JLab Simulation Package for Electron Cooling) is 
an open-source program developed at Jefferson Lab, which 
simulates the evolution of the ion beam under the IBS 
and/or the electron cooling effect. JSPEC has been bench-
marked with BETACOOL and experimental data. In this 
report, we will introduce the features of JSPEC, including 
the friction force calculation, the IBS expansion rate and 
electron cooling rate calculation, and the beam-dynamic 
simulations for the electron cooling process; explain how 
to set up the simulations in JSPEC; and demonstrate the 
benchmarking results. 

INTRODUCTION 
Intrabeam scattering (IBS) [1] is one important problem 

that hadron collider designers need to consider. Due to 
small-angle collisions between the ions, the emittance and 
the momentum spread of the ion beam gradually increase 
and therefore the luminosity of the collider decreases. Elec-
tron cooling [2] is an experimentally proven leading 
method to reduce the ion beam emittance by overlapping 
the ion beam with a low-temperature electron beam while 
both beams co-move inside the cooler in the same velocity 
to allow thermal energy to transfer from the ion beam to 
the electron beam. It can be used to mitigate the IBS effect. 
JLab simulation package for electron cooling (JSPEC) is a 
program to simulate the effects of both IBS and electron 
cooling. We started to develop this program in 2014 in or-
der to support the electron cooling scheme study and the 
electron cooler design for the then on-going electron-ion 
collider (EIC) project [3] at Jefferson Lab. Since 2018, we 
have refactored the old code and added some formulas and 
features [4]. The program is developed using C++ in con-
sideration of efficiency and has been tested on both MS 
Windows 10 and Ubuntu 18.04 systems. Most computa-
tions are parallelized for shared-memory systems using 
OPENMP to take advantage of the multi-core processors 
widely available in desktop and laptop computers. JSPEC 
has been provided to the community as an open-source pro-
gram. The source codes, the documents, and the examples 
are all available in the github repository [5]. An online 
JSPEC based on an earlier version has been developed by 
Radiasoft and is accessible through their cloud service 
SIREPO [6]. It allows one to run JSPEC and visualize the 
result inside a browser. 

FEATURES 
The basic feature of JSPEC is to calculate the emittance 

growth rate of the ion beam under the IBS and/or the elec-
tron cooling effect. The rate at time t is defined as  𝑟௜(𝑡) = ଵఢ೔(௧) ୢఢ೔(௧)ୢ௧ , where 𝑖 = 𝑥,𝑦, 𝑠, representing the hori-
zontal, vertical, and longitudinal direction, and 𝜖௜  is the 
emittance in the respective direction. For the IBS rate, 
JSPEC provides the Martini model [7], the original 
Bjorken-Mtingwa model [8] calculated by Nagaitsev’s 
method [9], and the complete Bjorken-Mtingwa model 
with vertical dispersion and non-relativistic terms included 
[10]. The electron cooling rate is calculated in the follow-
ing way: a group of sample ions are generated and the fric-
tion force on each ion is calculated. The friction force 
works as a kick on the ion particle and changes its momen-
tum. Hence the emittance of the ion beam is changed. The 
rate is calculated as the relative change of the emittance per 
unit time before and after the kick. JSPEC provides several 
formulas [11-14] for both the non-magnetized friction 
force and the magnetized friction force. Users can also 
choose two different formulas and use them in the trans-
verse direction and the longitudinal direction, respectively. 

Another important feature of JSPEC is to simulate the 
evolution of the ion beam under the IBS effect and/or the 
electron cooling effect. Three models have been imple-
mented. The first is called the RMS dynamic model, in 
which the ion beam is represented by the macroscopic pa-
rameters, i.e. the emittances, the momentum spread, and 
the bunch length (for a bunched beam). For each time 
step  Δ𝑡 , the expansion rate Ri is calculated and the  
macroscopic parameters are updated as  𝜖௜(𝑡 + Δ𝑡) = 𝜖௜(𝑡)exp (𝑅௜Δ𝑡). This model assumes the ion 
beam maintains a Gaussian distribution throughout the 
simulation. The second is called the particle model, in 
which the ion beam is represented by sample particles. The 
IBS effect during one time step is represented as a random 
kick w.r.t. the IBS expansion rate. The electron cooling ef-
fect is also represented as a kick due to the friction force. 
The betatron oscillation and the synchrotron oscillation are 
modeled by a random phase advance. In this model, the ion 
beam can deviate from a Gaussian distribution. The third 
model is called the turn-by-turn model, which is identical 
to the particle model except that the time step is counted by 
“turns” and the sample ions are moved by a linear one-turn 
map. This model has a more accurate description of beta-
tron and synchrotron oscillations.  

In all the above calculations/simulations, the ion beam 
can be coasting or bunched and the electron beam can be 
DC or bunched. In JSPEC, there are several predefined 
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electron models with regular shape (round, elliptical, hol-
low) and regular distribution (uniform, Gaussian). Users 
can also define an electron beam with arbitrary shape and 
distribution by providing the 6D coordinates of the sample 
particles. JSPEC groups the particles according to their po-
sition and the nearby density inside boxes created hierar-
chically. The number of particles in each box should be be-
low a predefined number. The local density and tempera-
ture in each box will be calculated and then be used to cal-
culate the friction force on the ions inside the box. In many 
scenarios, the electron beam is assumed to be unaffected 
by the ion beam and hence the density and temperature 
only needs to be calculated once. 

Besides the aforementioned features, JSPEC can also 
calculate the friction force map within a given parameter 
domain and the luminosity during the electron cooling or 
IBS expansion process given the parameters of the collid-
ing beam. 

BENCHMARK 
 JSPEC has been benchmarked with BETACOOL [11] 

for various scenarios. Here we choose two cases to present. 
Figure 1 shows a 30 GeV bunched proton beam cooled by 
a bunched electron beam, which is simulated using  

 

 
Figure 1: Emittance and momentum spread evolution of a 
30 GeV proton beam cooled by bunched electron beam. 

 
Figure 2: Emittance and momentum spread evolution of a 
2 GeV coasting proton beam under DC cooling. 

the RMS dynamic model. Figure 2 shows a nonrelativistic 
2 GeV coasting proton beam cooled by a DC electron 
beam, simulated using the particle model. In both cases, the 
solid lines are BETACOOL results and the dots are JSPEC 
results. The two programs agree well. For the typical sim-
ulations we have done for the EIC project, a significant im-
provement of efficiency has been achieved even without 
using multiprocessing in JSPEC. Parallel computation will 
further improve the efficiency.  

In JSPEC parallel computation is enabled for shared-
memory structure by OPENMP. The users have the choice 
to compile a parallel JSPEC by adding the flag 
OMPFLAGS=-fopenmp to the make command. By default, 
the parallel JSPEC will use all the available threads. But 
JSPEC allows users to set the number of threads to use. 
Table 1 shows an example, in which the electron cooling 
process together with the IBS effect for a proton beam is 
simulated for 50,000 steps using 40,000 particles on a per-
sonal computer running an Intel i7-4820k CPU with four 
cores and eight hyperthreads. When four threads are used, 
the computation time is reduced by about 50%. 

Table 1: Computation Using Multi-Threads  

 
We also compared JSPEC simulations with experimental 

data. From 2016 to 2019, four pulsed-beam cooling exper-
iments have been carried out by a collaboration of Jeffer-
son Lab in the U.S. and Institute of Modern Physics in 
China. These experiments successfully demonstrated the 
cooling of heavy-ion beams with a pulsed electron beam 
[15]. We used JSPEC to simulate a few cases in the exper-
iments and compared the results with the collected data. 
Figure 3 shows the cooling of the 86Kr25+ beam with an en-
ergy of 5 MeV/nucleon using electron pulses with a length 
varying from 600 ns to 1000 ns. The cooling process starts 
at 0.1 s. The bunch lengths of the ion beams are measured 
during the cooling process in the experiments.  The solid 
lines in the plot are the results from the simulation using 
the turn-by-turn model, the parameters used in which are 
listed in Table 2 [15]. The dots are experimental data. 
While the pulse length of the electron beam changes, the 
peak current remains constant, so a longer pulse length 
means a longer overlap between the two beams and a 
stronger cooling, which is observed through the larger 
slope of the experimental data and the simulation results at 
the beginning of the cooling process.  In all the cases, the 
simulation agrees with the experiment reasonably well. Es-
pecially good agreement appears in the first half of the 
curve, when the electron cooling is overwhelmingly 
stronger than the IBS effect and the bunch length reduces 
almost linearly due to the strong cooling.  

No. of 
threads Time (s) No. of 

threads Time (s) 

1 393 5 198 

2 258 6 193 

3 217 7 187 

4 201 8 190 
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Figure 3: Cooling the 86Kr25+ beam using pulsed electron 
beam, simulation (solid lines) and experiments (dots). 

Table 2: Electron Cooling Simulation Parameters 
e- beam radius 15 mm 
Cooler length 3.4 m 
Magnetic field 0.1 T 𝛽௫/𝛽௬ in the cooler 10/17 m 
e- beam peak current 30 mA 
e- beam temperatures 200/6 meV 
Ion beam normalized emittance 0.6 mm mrad 
Ion beam RMS bunch length 10.5 m 
Ion beam RMS momentum spread 7 × 10ିସ 
Lorentz factor 𝛽/𝛾 for both beams 0.103/1.005 

HOW TO USE JSPEC 
JSPEC has been tested on both Windows and Linux sys-

tems. It can be run from the command line by typing the 
executable file name followed by the input file name. 

The JSPEC input file is in plain text format and com-
posed of a few sections as shown in Fig. 4. Most sections 
are used to defined the elements and to set up models for 
the respective effect by given values to the keywords.  In 
the last section (section_run), the elements are created and 
the simulation is carried out. A valid input has to include 
the above two types of sections. There are two optional sec-
tions: section_scratch, to define some variables used in the 
following sections and perform simple calculations, and 
section_comment, to write a long note that is not suitable 
for inline comments. For more useful examples, we sug-
gest that the readers check out the github repository. 

FUTURE WORK 
Currently, the IBS models in JSPEC assume a Gaussian 

distribution of the ion beam. However, deviations from a 
Gaussian distribution have been observed in both experi-
ments and simulations of the electron cooling process. IBS 
models that work for an arbitrary ion distribution are under 
construction. In these models, the ion beam is represented 
by sample particles, which are grouped by their position 
and nearby density in the same way we treat the arbitrary 
electron beam as mentioned before. Inside each group, 
there are two ways to simulate the interaction between the 

 
Figure 4: Structure of JSPEC input. 

ions. One is the binary collision model, which randomly 
chooses the ions in pairs and calculates the change of mo-
mentum after the pair of ions collide with each other [16]. 
The other is to calculate the friction coefficient and the dif-
fusion tensor using the local density and temperature and 
apply to the ions random kicks, which are statistically con-
sistent with the friction coefficient and the diffusion tensor 
[17]. The assumption on the ion distribution is removed in 
these two models. 

We are also developing a Python wrapper for JSPEC us-
ing Pybind11 [18], which will make it possible for JSPEC 
to run as a library in Python 3.x environment and to in-
teroperate with other accelerator modeling programs with 
a Python interface and the abundant Python tools of numer-
ical analysis, data visualization, machine leaning, etc.  

SUMMARY 
JSPEC is an open-source program for IBS and electron 

cooling simulations developed at Jefferson Lab, which has 
been benchmarked with other programs and experimental 
data. The source code, manuals, and examples can be found 
in the github repository. The models for IBS of an arbitrary 
ion distribution and a Python version are under active con-
struction now.  
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