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Abstract 
In this paper, we briefly review the generalities of data 

science, give examples of uses in the physical sciences and 
engineering, and discuss recent applications to accelerator 
science and engineering. Specifically, we give a couple of 
accelerator-centered examples and then point the readers to 
several recent documents and workshops that summarize 
data science for science as well as data science applied to 
accelerators. We also point to high-performance computing 
and robust simulation tools as part of the data science 
“tool” for accelerators. 

INTRODUCTION 
Today, phrases such as “Artificial Intelligence (AI)” and 

“Machine Learning (ML)” are used repeatedly and often 
interchangeably in the popular press to describe a sort-of 
magic bullet that can solve everything. Even business 
advertisements push the terms AI and ML for solving 
everything from control of self-driving cars to predicting 
financial fraud before it happens. Although these 
phrases/terms are abundant now in all forms of media, 
what they actually mean in general terms is data science. 
Data science is in fact not a new field, but computing 
technologies and advanced algorithms have immensely 
expanded the applications over the last decade. The particle 
accelerator community is now adapting these concepts to 
their problems and systems. This includes the expanded 
use of high-performance computing (HPC) resources 
coupled with robust codes based on first principles. 

 Here, we provide a very general overview of data 
science including intelligent methods of examining and 
using data. We then describe how high-performance 
computing and advanced simulations tools formulated on 
basic principles are part of the data science approaches in 
accelerator design and operation. Then, we mention a few 
examples of several applications using intelligence and 
data in particle accelerators including in controls. Next, we 
point the audience to reference materials for recent 
workshops, resources of past efforts in related fields, and 
recent initiatives for ethical design of intelligent systems 
by international professional technical societies. Finally, 
we remind ourselves we cannot be decoupled from several 
items, such as computing advances and systems 
engineering practices, when applying data science to 
accelerators. 

GENERAL DESCRIPTION OF  
DATA SCIENCE 

We understand the reader would enjoy having a simplis-
tic definition of data science. In fact, however, much like 
everything in the universe, humans attempt to “bin” nature 

into segments or disciplines. Nature is in fact not seg-
mented. Nature is nature. With this in mind, let’s try to de-
fine data science.  

Looking to a source that is updated by the masses, Wik-
ipedia states that “Data science is a multi-disciplinary field 
that uses scientific methods, processes, algorithms and sys-
tems to extract knowledge and insights from structured and 
unstructured data” [1]. Data science to the author means 
the appropriate combination/integration of the gathering of 
data, knowledge of where the data originates, simulations 
from first principles, simple exploratory data analysis, 
mathematics, statistics, machine learning, optimization, 
visualization, high performance computing, deep learning, 
and using (if needed) specialized computer hardware [e.g., 
field-programmable gate arrays (FPGAs); application-spe-
cific integrated circuits (ASICs), including tensor pro-
cessing units (TPUs), neural engines; etc.] all for a specific 
application. The point being that data science is understood 
differently by different people, and the concepts are far 
from new. Further, terms and concepts such as Neural Net-
works (NNs) [2] and machine learning (ML) have been 
around for more than a half century. For instance, in 1943, 
neurophysiologist Warren McCulloch and mathematician 
Walter Pitts wrote a paper on how the neurons of an artifi-
cial neutral network might work. They illustrated their con-
cept through a simple neural network of electrical circuits 
[2]. Moreover, Arthur Samuel, in his 1959 article suggested 
that “[Machine Learning is the] field of study that gives 
computers the ability to learn without being explicitly pro-
grammed” [3]. 

Here, we describe one view that the mathematics and sta-
tistics of data science is a collision of numerical analysis 
and AI, as shown in Figure 1. While this does not reflect 
the source of data, simulations, or computing plat-
forms/tools, etc., we hope this helps in understanding some 
of the components of data science.  

 
 

Figure 1: One concept of selected elements of the mathe-
matics and statistics of data science. 

Numerical analysis can contain mathematical optimiza-
tion (including genetic algorithms); interpolation, extrapo-
lation, and regression; systems of equations; eigenvalue 
and singular value problems; numerical differentiation; 
and numerical integration. Artificial intelligence (AI) can 

Artificial Intelligence (AI)

Techniques 
that enable 
artificial
systems 
(computers) to 
mimic human
intelligence 
using logic, if-
then rules,
decision trees, 
machine 
learning, and
deep 
learning.

Machine Learning (ML)
A subset of 
AI that 
includes the 
use of 
complex 
statistical 
algorithms 
to improve 
performing 
tasks as 
experience
Increases.

Deep Learning
A subset of ML with algorithms to 
allow software to train itself to 
perform tasks such as image 
recognition through multilayered 
neural networks.

Numerical Analysis

 Optimization (including genetic 
algorithms)

 Interpolation, extrapolation, 
and regression

 Systems of equations
 Eigenvalue and singular value 

problems
 Numerical differentiation
 Numerical integration
 Etc.

 ___________________________________________  
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be thought of as including techniques that enable artificial 
systems (computers) to mimic human intelligence using 
logic, if-then rules, decision trees, machine learning, and 
deep learning. Machine learning (ML) can be viewed as a 
subset of AI that includes the use of complex statistical al-
gorithms to improve task performance as experience in-
creases. Deep learning (DL) can be described as a subset 
of ML with algorithms that allow software to train itself to 
perform tasks such as image and speech recognition 
through multi-layered neural networks. 

Since ML is the center of many questions posed to the 
author, we will say a few more words about this area of AI. 
ML algorithms are essentially learning methods using, for 
instance, neural networks (NNs). Although NNs are algo-
rithms that are discussed widely in the media, they do not 
necessarily have to be NNs, as one can use many other al-
gorithms such as Gaussian processes or Viterbi algorithms. 
One must choose a learning (training) method that is ap-
propriate from the many that exist and is already suited to 
your data (e.g., image, text, numbers, etc.).  

Again, nature is not segmented, but ML can be thought 
of as having four variations. Supervised learning typically 
deals with categorical target variables or continuous target 
variables. Applications such as medical imaging can be ad-
dressed through the technique of classification for categor-
ical target variables. Techniques such as regression can 
help with continuous target variables (an example being 
stock market predictions). Unsupervised learning deals 
with cases where the target variable is not available. For 
instance, strategies for predicting what a consumer might 
also purchase if they purchase one type of item (known as 
“market basket analysis”) are based on association tech-
niques. Clustering techniques are used, for example, to de-
termine how to segment customers into sub-populations for 
a given product or service. Semi-supervised learning con-
centrates on categorical target variables and uses clustering 
techniques. Applications can include lane-finding with 
GPS data and using classification techniques for text clas-
sification. Reinforcement learning concentrates on classifi-
cation methods for categorical target variables for cases of 
optimizing marketing and on control for cases where the 
target variable is not available, such as in control of driver-
less cars and certain particle accelerator control schemes. 

The general steps to a training method include: 1) get 
data from a test or simulation; 2) prepare the data (may also 
be the step for analysis if you are using more standard nu-
merical analysis techniques), which might include data re-
duction or so-called “cleaning” and “splitting” the data into 
training and model test data; 3) choose the learning 
method; 4) allow the machine (e.g., NN) to learn; 5) eval-
uate the model; 6) refine, refine, and refine the model; and 
then 7) execute the predict/use step! Of course, this is 
highly over-simplified, and many details have been left out 
regarding the details of the algorithms themselves, but this 
presents a general picture of the steps in data science. 

Data science is a complex gathering of one or more tech-
niques; there is no one magic solution, and it is certainly 
not a black box. People, for instance, can spend their entire 
careers in concentrated areas of data science for genres of 

specific data sets. Also, keep in mind that the individual(s) 
that developed a certain algorithm were perhaps concerned 
about making a better algorithm and not about our exact 
data set in accelerators. The algorithm might have been de-
veloped on random data. We accelerator people, on the 
other hand, have “more interesting” data sets, including er-
rors in data and embedded physics. This can also be said 
for the data that is generated from accelerator-enabled ap-
plications. For our field, a warning: there might not be just 
one answer to the data science approach for a particular 
challenge, so be wise in your approach(es). To reinforce, 
this is not a black box. Many algorithms exist and there are 
infinite combinations. Also remember what George E. P. 
Box said: “All models are wrong, but some are useful.”  

Besides the algorithms representing/providing the 
model, our colleague Reza Pirayeshshirazinezhad gently 
reminds us (repeatedly) that the complexity of the data 
should be enough to make the algorithm efficient for mod-
eling the system. The complexity of the data should repre-
sent all the variables with sufficient accuracy. In an auton-
omous system, for instance, there are many components 
working together, and the data taken from the system might 
not sufficiently represent the finer aspects of the system. 
This makes the (for instance) ML algorithm inefficient in 
modeling the system with enough accuracy. In particle ac-
celerators, for example, the data should represent all the 
variables of the system(s) under consideration. Looking to-
ward one example—the low-level radio frequency (LLRF) 
sub-systems for superconducting particle accelerators—
the data should represent the range of the controller param-
eters, the noise and errors in the system(s), all the cryomod-
ules (if in a superconducting system), all the different types 
of the controllers, etc. If, for example, PID controllers are 
used, and we would like to provide an efficient controller, 
we need to experiment using a large enough number of pa-
rameters over an accurate and sufficiently wide range of 
the parameters. If the range is not accurate or wide enough, 
an ML (or other) model can only represent that given range 
of the controller parameters. If we only use a PD controller, 
the ML (or other) model can only represent the controllers 
with PD controllers, not PID controllers. As a result, the 
complexity of the data should meet the requirement(s) of 
the system.    

AI can be interpreted as an estimation of the system. This 
estimation can include a variety of parameters, including 
the dynamics of the system and the feedback of the con-
troller. These dynamics, in particle accelerators, represent 
the equation of the system. These dynamics can help in ef-
fectively estimating the system. This estimation is primar-
ily based on the dynamics of the system, the sensors and 
the feedback associated with the sensors, the controllers, 
and the states of the system. The Kalman filter is one of the 
approaches that works well with linear systems. There are 
many approaches to optimally estimate the system. Other 
famous approaches are the extended Kalman filter, the en-
semble Kalman filter, batch state estimation, and particle 
filtering. These filters can help reduce the noise and make 
the estimation more optimal.  

10th Int. Particle Accelerator Conf. IPAC2019, Melbourne, Australia JACoW Publishing
ISBN: 978-3-95450-208-0 doi:10.18429/JACoW-IPAC2019-TUZPLM1

TUZPLM1
1192

Co
nt

en
tf

ro
m

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

so
ft

he
CC

BY
3.

0
lic

en
ce

(©
20

19
).

A
ny

di
str

ib
ut

io
n

of
th

is
w

or
k

m
us

tm
ai

nt
ai

n
at

tri
bu

tio
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

ish
er

,a
nd

D
O

I

MC6: Beam Instrumentation, Controls, Feedback and Operational Aspects
T33 Online Modeling and Software Tools



As was already mentioned, there are many algorithms in 
data science; if using an AI approach, one must choose 
them based on the system and what is required from the 
system. The algorithm is also highly affected by the com-
plexity of the data, and the algorithm can be hybrid and 
hierarchical. For example, an adaptive controller with dif-
ferent hybrid optimization can be hierarchically mounted 
on a particle accelerator by a reinforcement algorithm. This 
adds more complexity to the system, and so the system 
works more efficiently if the algorithm(s) are implemented 
correctly. This is the beauty of AI, the beauty that helps 
solve advanced and complex problems and can be applied 
to systems like particle accelerators. 

DATA SCIENCE IN OUR  
ACCELERATOR TOOLBOX 

Our accelerator community is composed of many disci-
plines and sub-disciplines. We are typically trained for-
mally in physics, electrical engineering, and/or mechnical 
engineering. The skill set, “our toolbox,” however, is filled 
with many items already, including special relativity, elec-
tromagnetism, collective effects, the photoelectric effect, 
laser physics, superconductivity, materials science, vac-
uum science, vacuum electronics/rf sources, instrumenta-
tion, controls engineering, computational techniques, radi-
ation effects, health physics, dosimetry, pulsed power, sur-
vey and alignment, etc. In the last few years, our field has 
been reluctant to accept high-performance computing and 
data science (including mathematical optimization and AI 
techniques). Why? Perhaps since we as a community al-
ready have such a comprehensive skill set (a full 
“toolbox”), this may have led to a slow adaptation of data 
science, as we thought we could solve problems by other 
methods already in our toolbox. Adding data science 
means that we need more training and more people to do 
the job. We assert that we must accept this, as we want our 
systems to perform at a higher reliability and in unique 
ways. In short, this added complexity as well as demands 
on overall performance necessitate more tools in our 
toolbox, including data science.  

ADDING SYSTEMS ENGINEERING TO 
OUR ACCELERATOR TOOLBOX IS  
IMPORTANT FOR DATA SCIENCE 

Building data science and intelligence into future accel-
erators begins on Day 1 (as should controls!). We as a com-
munity have not consistently applied systems engineering 
principles to particle accelerators. When planning a new or 
upgrading an aging machine, we need to remind ourselves 
of the need to use more modern techniques when “archi-
tecting” the machine. What we mean is that we should 
think of using computing and data science more globally 
around the machine and “fusing” the entire system. Sys-
tems engineering is already practiced on many defense, 
space, and industrial software and systems. If we want to 
think globally about our systems, we need to employ sys-
tems engineering practices. These are not easy concepts to 

carry on throughout the lifetime of a project. Systems en-
gineering is usually formally taught at the graduate level, 
but many resources can be found through systems engi-
neering societies, such as the International Council on Sys-
tems Engineering [4]. 

If we want to use data science tools, then we need to ar-
chitect this goal into the system (or system upgrades)—
real-time data logging, local computing (e.g., GPUs, 
FPGAs), application-specific integrated circuits, co-loca-
tion to a powerful cluster or HPC, better diagnostics, better 
electronics, etc. From our experience, for instance, power-
ful and smart controls tools cannot be mounted onto sys-
tems that are not architected to handle such data science 
applications. 

A FEW EXAMPLES AND WHERE  
TO FIND EVEN MORE 

Here we provide only a few examples of data science in 
accelerators and related fields. We also provide resources 
to find other related activities within our own and other 
fields. There are millions of examples of data science in 
many disciplines from which to learn. 

The first example is one use of high-performance com-
puting in the design of machines. Care must be taken when 
setting up the simulations and dealing with the enormous 
amounts of simulated data; the codes must be capable of 
parallelization, for instance. In recent discussions with Mi-
chael Borland of Argonne National Laboratory [5], he ex-
pressed that the Advanced Photon Source Upgrade (APS-
U) beam physics effort was provided with ~60M core 
hours per year on Argonne internal computing clusters with 
excellent support. Having expert support on the data sci-
ence side is imperative. He noted that they also had com-
puting resources at the Argonne Leadership Computing Fa-
cility and that similar computing resources were being uti-
lized by the Advanced Light Source’s Upgrade Team at 
Lawrence Berkeley National Laboratory (LBNL). For the 
work on the APS-U, the high-performance computing re-
sources at Argonne were used to run elegant, a general-pur-
pose Argonne-developed code for linacs, transport lines, 
and rings. It was used to generate the frequency map anal-
ysis for the APS-U final design lattice [6] using a massively 
parallel multi-objective genetic optimizer. 

He stressed that to reduce design costs, HPC is essential 
as it: provides high-fidelity models with fewer compro-
mises, leading to fewer (often no) iterations with hardware 
prototypes; makes best use of expensive engineering and 
physics staff; and provides robust statistical data on ex-
pected performance. He also offered his opinion on the 
common reasons HPC is underutilized. From his point of 
view, he felt that often the staff is not trained to use HPC 
systems and software; that the software was chosen for fa-
miliarity and convenience, not HPC capabilities; and that 
management undervalues computation and fails to provide 
access to HPC systems and support. 

 Our colleague at LBNL, Jean-Luc Vay [7], offers 
similar views that extreme computing enables advances by 
offering predictive, detailed, beam and accelerator science. 
Using Cori at the National Energy Research Scientific 
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Computing Center (NERSC), they provided two examples 
of improvements in reducing the time to solution using data 
science—HPC + optimizers + novel algorithms + analysis. 
The first was for the Parallel Luminosity Optimization in 
an rf accelerator. Using the parallelized code 
BeamBeam3D [8,9] plus an optimizer on Cori, the time to 
solution was about 24 hours. If this had been run serially 
with the optimizer it would have taken 35 years. The 
second example studied the pulse front tilt in laser-plasma 
using WarpX [10,11]. In this case, the time to solution 
comparison was that the parallel code in the boosted frame 
ran in ~4 hours and the serial code in the lab frame would 
have taken ~500 years.  

Our colleague Jochem Snuverink [12] at the Paul Scher-
rer Institute (PSI) has recently launched a collaboration 
called “PACMAN: Particle Accelerators & Machine 
Learning.” They hope to use ML to operate particle accel-
erators such as the Large Hardron Collider (LHC) as safely 
as possible by minimizing beam losses, having better con-
trol of accelerator parameters, preventing unnecessary ma-
chine interruptions, and improving beam dynamics model-
ing. One example is the recent work with L. Coyle (EPFL 
and CERN) where, using the LHC physics fills from 2018, 
they built a surrogate model of the LHC at injection energy. 
With that model, they determined the best working point. 
Then, they performed experimental scanning of the various 
parameters they had in the model and measured the life-
times. They found that the measured lifetime is the highest 
and also reflects the prediction of the surrogate model. 
They believe that larger emittances in some cases, most 
likely due to collective instabilities, resulted in errors in the 
trained model that in the future can be further improved. 
Their work is continuing. 

Colleagues such as Anna Solopova are working on “SRF 
Cavity Fault Classification Using Machine Learning at CE-
BAF” [13], and Gabriella Azzopardi is working on  “Oper-
ational Results of the LHC Collimator Alignment using 
Machine Learning” [14]. 

Our own work began as a quest to have human-centered 
control of a near-autonomous accelerator operation as well 
as rapid switching between free-electron laser (FEL) fre-
quencies while managing the associated instabilities. The 
main focus has been exploring control of accelerators and 
lasers [15]. 

At the Australian Synchrotron, the Linac Coherent Light 
Source (LCLS), and the Fermi@Elettra at Sincrotrone Tri-
este [16-21], we experimentally stabilized the electron 
beam energy and energy spread in the presence of klystron 
phase and amplitude jitter. We also demonstrated a novel 
controller that maintained the maximum transmission 
through the machine. 

Further, we have explored long, variable time delays due 
to large thermal time constants in water transport, fast-
switching in FELs, virtual diagnostics, in laser control, and 
control of medical accelerators, where our work continues 
[22-33]. 

In other related fields, we can immediately find data sci-
ence examples that can be mapped over to accelerators. 

Employing AI algorithms has demonstrably sped up calcu-
lations (e.g., one million times for analysis of strong 
lenses) [34] and produced clear cost savings (30% increase 
in effective detector volume for neutrino flavor tagging 
with neural networks) [35,36]. A recent talk by Gabriel Per-
due at Fermilab clearly visually illustrates the similarity of 
the predictions and DL reconstruction in neutrino physics 
[37]. At Los Alamos National Laboratory some of this re-
search—including work in shock physics using AI-based 
data science techniques—has resulted in a number of pub-
lications [38-43].  

Another example is in the field of Optics and Imaging. 
There is a special issue of IEEE Access entitled “Advanced 
Optical Imaging for Extreme Environments” [44]. We want 
to bring the reader’s attention to this special edition as op-
tical imaging systems have many similarities to particle ac-
celerators, including that “…these optical systems and op-
tical processing methods adhere to age-old architectures 
that drive practical solutions towards unsustainable com-
plexity under ever-increasing performance requirements”, 
and that “Researchers need to reinvent optical devices, sys-
tems, architectures, and methods for extreme optical imag-
ing. On the other hand, artificial intelligence has become a 
topic of increasing interest for researchers. It is foreseeable 
that artificial intelligence will be the main solution of the 
next generation of extreme optical imaging.” We invite you 
to explore this special edition. 

One final example is applying machine learning to for-
mation control of multiple spacecraft. Spacecraft are re-
quired to be autonomous, since they are far from Earth and 
any sort of intervention. At launch, there should be an on-
board agent dictating different operational scenarios of the 
system in order that the spacecraft can be fully autonomous 
and efficient, and follow the requirements of the mission. 
High-precision formation control of multiple spacecraft, 
just like the high-precision control  in particle accelerators, 
requires advanced controls and AI approaches. An ML ap-
proach can help the control system provide more energy-
efficient inputs in the actuators and more precise formation 
of the spacecraft. This has been illustrated in research for a 
NASA program entitled, “Virtual Telescope for X-Ray Ob-
servation” [45,46]. These techniques provide us with 
highly precise control and an energy-efficient spacecraft 
that can reveal the nature of space, including black holes. 
This example shows the importance of ML for autonomous 
systems. 

After summarizing these few examples and before point-
ing the reader to the many available resources for data sci-
ence, we want to mention the work of individuals from sev-
eral technical professional societies who are thinking in 
terms of systems engineering of intelligent systems. There 
are important ethical discussions underway regarding inte-
grating intelligent data science into designs. The Institute 
of Electrical and Electronics Engineers (IEEE) is active in 
investigating these topics. One significant activity was 
started in 2016 and is referred to as the IEEE Global Initi-
ative on Ethics of Autonomous and Intelligent Systems. It 
is an open, global, and inclusive (regionally, culturally, 
gender, etc.) community of experts and interested persons 
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from technology and human science. Its mission is to en-
sure that every stakeholder involved in the design and de-
velopment of autonomous and intelligent systems is edu-
cated, trained, and empowered to prioritize ethical consid-
erations so that these technologies are advanced for the 
benefit of humanity. One outcome from this initiative is a 
standard [47]. In addition, the IEEE P7000 series of stand-
ardization projects is an ongoing process that seeks to 
gather more concrete guidelines through consensus in a 
meaningful time frame [48].  

Not all improvements need to be focused around truly 
intelligent data science. There are many controls algo-
rithms, for instance, that can be adapted from other fields 
first, if addressing controls challenges. The most challeng-
ing problems should be left to the most “intelligent” ap-
proaches. We can benefit from looking to publications such 
as those available through the IEEE on intelligent systems 
[49]. There are also many other related IEEE activities in-
cluding special sections of journals that address intelligent 
systems [50]. 

In the last fifteen months, four workshops have been 
held, demonstrating the interest in artificial intelligence 
techniques as applied to particle accelerators as well as 
physics in general [51-54]. More than fifteen have been 
held in high-energy physics in the last several years [see 
“Promise and Challenges of Machine Learning in Particle 
Physics, Astrophysics, and Cosmology” by Kyle Cranmer  
in ref. 53]. The first, “Intelligent Controls for Particle Ac-
celerators,” was held on 30-31 January, 2018, at Daresbury 
Laboratory [51]. The second, “ICFA Beam Dynamics 
Mini-Workshop: Machine Learning Applications for Parti-
cle Accelerators,” was held on 27 February-2 March, 2018, 
at SLAC [52]; this also has a follow-up report written by 
many of those who could attend [55]. The third, “Physics 
Next: Machine Learning,” was held by the American Phys-
ical Society Physical Review publications group in New 
York on 8-10 October, 2018 [53]. This was an exploratory 
meeting to help determine if a machine learning journal 
would be needed in the physics realm due to the recent up-
tick in AI-centered data science for physics. The conclu-
sion was that one is not needed since there already exist so 
many other pathways for publication, and machine learn-
ing and data science in general are tools of many fields. 
The fourth workshop was the “2nd ICFA Workshop on Ma-
chine Learning for Charged Particle Accelerators,” that 
was held from 26 February-1 March, 2019, at the Paul 
Scherrer Institute (PSI) [54]. Finally, a  recent Department 
of Energy workshop, “Basic Research Needs Workshop on 
Compact Accelerators for Security and Medicine [56],” 
was held in early May, 2019. The workshop report, due to 
be released in August, 2019,  will help guide research pri-
orities for accelerators for several applications in security 
and medicine.  

CONCLUSIONS 
This paper and its accompanying presentation provide a 

very general overview of data science and its role in our 
accelerator science and engineering toolbox. We encourage 
the reader to explore the references, including the recent 

workshops on concepts and applications of data science for 
accelerators.  

Our accelerator user colleagues at Fermilab, including 
James Amundson, remind us that “[AI/Intelligence is one 
way of looking at things] and it is more than just algo-
rithms, it is data, sensors, computing platforms and analy-
sis techniques!” Our accelerator systems are complex, and 
we need all the right tools to understand and make them 
better. 

A few things to keep in mind with data science are: 1) to 
effectively apply data science to accelerators, we must 
have knowledge of the system and the physics, engineer-
ing, materials, etc. behind it; 2) we need to choose the right 
algorithm(s) to explore the system, not just about the data 
interpretation we already know (in other words what might 
be hidden and how do you find it?); 3) we need to find the 
right data set for the question(s) we have (e.g., do we need 
more or better diagnostics, are we sure we are measuring 
the correct things, etc.); and 4) we need to realize that we 
ourselves have to improve our own methods as new or bet-
ter data science methods are discovered for a given appli-
cation (e.g., we the authors are taking something we exam-
ined with genetic algorithms and are now using a deep be-
lief network algorithm to formulate our control of laser sys-
tems). 

A few areas of research we believe: 
 Include using ML to find glitches in our software (sim-

ulation software as well as controls software);  
 Include the use of specialized computing hardware 

(e.g., FPGAs, application-specific integrated circuits, 
systems-on-a chip) that are in wide use by our cousins 
in HEP and are natural stepping-stones toward dedi-
cated AI hardware; 

 Think like industry by not jumping to a product. In the 
case of the quest for compact accelerators, the more 
data we have on a “prototype” the better and cheaper 
we can make the next versions to be produced and sold. 
Intelligent methods will be important here; 

 Develop new intelligent techniques and algorithms spe-
cifically to address the underlying physics in an accel-
erator and peripheral systems (e.g., lasers); 

 Use data science intensively to further improve con-
trols. 

Further, our field is behind in data science, and we need 
to convince the managers as well as the funding agencies 
that data science is low-hanging fruit in the field of particle 
accelerators. 

Finally, keep in mind that data science is only human—
the only working model of a universe is a universe. 
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