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Abstract
We present a parallel fast Fourier transform based 3D

space charge software library based on integrated Green
functions. The library is open-source, and has been struc-
tured to easily be used by existing beam dynamics codes. We
demonstrate this by incorporating it with the Bmad toolkit
for charged particle simulation, and compare with analytical
formulas and well-established space charge codes.

INTRODUCTION
Space charge is an important and often dominant effect

in high brightness charged particle beams. When combined
with external fields, the total effect on the evolution of a
bunch distribution is complex, and can only be calculated
by a direct numerical simulation. Because of this, many
space charge codes have been developed which, in addition
to the space charge calculation, offer full-featured lattice
description and physics tracking capabilities [1–5].
To incorporate space charge into the Bmad toolkit for

charged particle simulation [6], we have taken a different ap-
proach and developed a stand-alone software package called
“Open Space Charge” (OpenSC) that aims only to calculate
the internal fields in a bunch distribution, and nothing else.
Bmad then uses these routines in tracking simulations. This
modularity allows the space charge routines to be incorpo-
rated into other codes, without having to strip out unneeded
components.
Here we describe the OpenSC package, and validate it

against analytic formulas. We then show how it is incorpo-
rated in Bmad, and validate this against other space charge
codes.

OPEN SPACE CHARGE PACKAGE
The OpenSC package is an open-source software library

written primarily in Fortran 2008 for calculating space
charge fields [7]. It was originally developed as a reusable
Poisson solver with free-space boundary conditions for use
within the Warp framework [8], and will be incorporated
into the Particle-In-Cell Scalable Application Resource,
PICSAR [9].

OpenSC currently implements free-space and rectangular
conducting pipe methods using integrated Green functions
(IGFs) as described in [3] and [10], respectively. The pack-
age provides high-level routines to:

• Deposit weighted charged particles on a 3D rectangular
grid.
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(a) Electric field along the line at y = 0, z = 0.
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(b) Electric field along the line at x = 0, y = 0.

Figure 1: Electric field comparison using the OpenSC nu-
merical calculation (dots) and the analytical formula Eq. 1
(lines) for a Gaussian bunch at rest for various aspect ratios
r = σz/σ⊥. The bunch charge is 1 nC, with σx = σy ≡

σ⊥ = 1 mm. This numerical calculation is with 106 parti-
cles on a 128 × 128 × 128 computational grid, and uses an
integrated green function (IGF) FFT method.

• Calculate the space charge fields on this grid (various
methods).

• Interpolate the field to an arbitrary point within its do-
main.

Convolutions of the Green functions and the charge den-
sity are performed efficiently with fast Fourier transforms
(FFTs).
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Figure 2: Maximum field comparison for the bunch de-
scribed in Fig 1 between the analytic formula originating
from Eq. 1, the OpenSC package integrated green function
(IGF) FFT method, and the non-IGF method.

Validation

We validate the numerical calculation using an analyti-
cal formula. The electric potential φ at a Cartesian point
(x, y, z) a due to a Gaussian charge distribution at rest can
be calculated by

φ =
Q

4πε0

√
2
π

∫ ∞

0

e
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x+1) e
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(λ2σ2
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dλ

(1)
where Q is the total charge, ε0 is the permittivity of free
space, and σx , σy , σz are the standard deviations in each
coordinate dimension [11]. Electric fields in this rest frame
can be calculated by E = −∇φ, and can be boosted to another
reference frame using Lorentz transformations.

Figure 1 shows excellent agreement between the free space
numerical calculation and the analytical formula for various
aspect ratios of the bunch length to transverse size. This
is important because for a bunch moving with relativistic
factor γ in the z direction with bunch length σz,lab, the bunch
length in the rest frame is σz = γσz,lab.

Figure 2 shows the robustness of the IGF method for large
aspect ratios, and compares this with the simpler non-IGF
method. The non-IGF method fails when one of the bunch
dimensions is about a factor of 10 greater than another.

Parallelization

The OpenSC package can be run in parallel using
OpenMP and MPI. The OpenMP methods are useful for
running on a local machine. The MPI methods are suit-
able for larger calculations on High Performance Computing
(HPC) hardware. For these methods, the computational grid
is domain decomposed. Figure 3 shows strong scaling of a
single space charge calculation using up to 131,072 cores.
The calculation is dominated by the parallel FFT.
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Figure 3: Strong scaling of the OpenSC space charge cal-
culation on the Edison supercomputer at NESRC [12] for
a 4096 × 4096 × 4096 computational grid. The code is
parallelized with MPI. Times are shown for the dominant
routines.

BMAD SPACE CHARGE TRACKING
We exemplify the usage of the OpenSC package by in-

corporating it into Bmad. Bmad offers routines for a wide
variety of accelerator physics effects, including nonlinear
dynamics, incoherent and coherent synchrotron radiation,
and intra-beam scattering. These effects are applied in a
series of computational steps through the accelerator lattice.

To add space charge to Bmad tracking, we simply split an
individual computational step into to two parts, and apply
the space charge kick between them. This is straightforward
due to the modularity of the Bmad code.

Validation
Figure 4 shows particle tracking results for Bmad, and

compares them with Astra and ImpactZ. For Astra we used
the cylindrically symmetric space charge calculation. The
ImpactZ space charge method is an IGF FFT method similar
to that in OpenSC. The figure shows that the transverse phase
spaces are nearly identical, and the longitudinal phase spaces
show excellent agreement.

CONCLUSION
Bmad now incorporates 3D space charge using the

independent software library OpenSC, which can be run
parallelized with OpenMP and MPI. The free-space space
charge field calculation shows excellent agreement with
analytical formulas, and tracking particles in these fields
shows excellent agreement with well-established space
charge codes. We are currently expanding the OpenSC
package to include the effect of image charges on a cathode,
so that a bunch can be simulated starting at an electron gun.
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Figure 4: Phase space comparison at the end of a 1 m drift between Bmad [6] and Astra [1] (a,b), and between Bmad
and ImpactZ [4] (c,d). Particles without space charge forces applied are also shown. The initial bunch distribution is
Gaussian with (σx, σy, σz) = (1, 1, 0.1)mm, 1 nC of charge, and 10 MeV total energy moving in the z direction. The initial
momentum spreads are zero. All methods tracked the same initial 106 particles, of which we show here 104 sample particles.
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