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The ALICE Online-Offline computing system
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ECS and 02 cluster control

- Manage the lifetime of thousands of
stateful processes in the O?/FLP cluster
(control of O2/EPN delegated to a
specialized O2/EPN cluster control)

Experiment - Minimize the waste of beam time by reusing
Control System d . d t. 5
. rocesses and avoiding time-consumin
wee  ALECS > , ¢
Run Control Centre process restart operations
Shifter

02/FLP
cluster control

0?/EPN
cluster control

- Interface with the LHC, the trigger system,
the Detector Control System and other
systems through common APIs




Managing a cluster with Apache Mesos

“Program against your datacenter like it's a single pool of resources.”



Managing a cluster with Apache Mesos

“Program against your datacenter like it's a single pool of resources.”

- Mesos acts as a unified distributed execution environment
which streamlines how AlIECS manages its components, resources and tasks inside the O2/FLP farm.

- Benefits:
- knowledge of what runs where,
- resource management (ports, CPU, RAM, ...),
- transport for control messages,
- task event notification (dead, failed to launch, ...),
- node attributes, high availability, checkpointing, ...



ALIECS in a nutshell
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ALIECS in a nutshell

- Components:

- AlIiECS core (incl. Apache Mesos scheduler) "GO @ = GRPG
- AlIECS executor GO @ =5 GRPG:
- 02 control and configuration FairMQ plugin (FairMQPlugin_occ) @ rR GRPG
- 02 control and configuration library (1ibocc) @ GRPG:
- ALIECS control and configuration utility (coconut) GO ‘GRPG:
- Single-node OCC debug utility (peanut) =GO ‘GRPG:
- Also available:
- The web-based ALIECS GUI nede GRPCy
- ALECS deployment mechanism Q-



ALIECS concepts
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- A collection of ALECS roles (arranged in a
workflow) along with their configuration is

v CONFIGURE START_ACTIVITY an environment

.—> STANDBY CONFIGURED RUNNING

RESET STORACTIVITY - Tasks, roles and environments have their
own state machines

RECOVER

EXIT

- An environment represents the collective

. state of its constituent roles
- ALIECS schedules, configures

- When an environment reaches the RUNNING
and controls tasks

state, it is granted a unique run number
which remains valid until the RUNNING state
exits

- A task represents a stateful
process, which implements
arole



ALIECS workflow and task configuration

Based on Git, multiple repositories per AlIECS instance
Task descriptors and workflow templates are YAML (plus template system)
Once loaded, every task type and workflow is uniquely identified by

git repository + task/workflow file name + git revision

it coconut env show ebdc281b-c7fc-11e9-b194-0242ac110002 ~tw
ebdc281b-c7fc-11e9-b194-0242ac110002

2019-08-26 14:27:51 CEST

HOSTNAME

110002 | github.com/Alice02Group/ControlWorkflows/ta eadoutareadout-qc do2-bld4-1ab107.cern. ACTIVE
194-0242ac110002 | github.com/Alice02Group/Controllorkflows/tasks/internal-dpl-clockareadout-qc aido2-bld4-1ab107.cern. ACTIVE

4-0242ac110002 | github.com/Alice02Group/Controliorkflows/tasks/readout-proxyareadout-qc aido2-bld4-1ab107.cern. ACTIVE

ebe12486- 194-0242ac110002 | github.com/Alice02Group, aido2-bld4-lab10 E ACTIVE
ebedacdc-c7fc-11e9-b194-0242ac110002 | github.com/Alice0 raup/can[mlwnrkﬂuws’ aido2-bld4-1ab10 ACTIVE
aido2-bld4-1ab107.cern. ACTIVE

ary-file-sinkareadout-qc | aido2-bld4-1ab107.cern.ch | ACTIVE

ebe04951-c7fc-11e9-b194-0242ac110002 | github.com/Alice02Group/ControlWorkflows
ebdfe838-c7fc-11e9-b194-0242ac110002 | github.com/Alice02Group/ControlWorkflows/ta

readout-qc-1
readout-role
internal-dpl-clock
readout-proxy
Dispatcher
QC-TASK-RUNNER-daqTask
hecker task ebe4951-c7fc-11e9-b194-0242ac110002
1-dpl-global-binary-file-sink > task ebdfe838-c7fc-11e9-b194-0242ac110002

Documentation: https://github.com/Alice02Group/Control/blob/master/coconut/doc/coconut_repository.md



https://github.com/AliceO2Group/Control/blob/master/coconut/doc/coconut_repository.md

ALIECS workflow and task configuration

task-specific key-values

@®@: create environment
ALECS core STANDBY state
Workfllow ®@®@: control environment
template CONFIGURE transition
® Environment ®
workfl.
er launch tasks (Mesos)
task references|\ p———>
YAML D00
@
descriptors
Tasks
configuration @ @
references
® task configuration @
Consul port assignments

keyvalue tree | task-specific
- cfg. query

task configuration
push




ALECS GUI
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Conclusions

- The new ALICE O? computing system requires a new control system
- ALIECS carries both ECS and O?/FLP cluster control duties

- Opportunity to leverage technologies such as Mesos and Go for a high
performance, low latency ECS

- Mesos gives us resource management, transport and much more
- Minimize waste of beam time

- Improved operational flexibility

ALIECS on GitHub: github.com/Alice02Group/Control
Configuration examples: github.com/AliceO2Group/ControlWorkflows
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https://github.com/AliceO2Group/Control
https://github.com/AliceO2Group/ControlWorkflows



