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Abstract

The Control System Infrastructure team has deployed a dedicated isolated environment to support Safety Systems development at ESS. We have tried to take advantage of our standardised infrastructure
components for cotrols like virtualization, centralized storage, system orchestration and software deployment strategy. Because we already have all these components in place for our Control System IT
infrastructure we have decided to treat engineering workstations as disposable components in an isolated and dedicated virtualized environment.

We have designed the environment to control who and when users can access the development environment, from which device, to which workstations and what they can run in this environment.
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