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The CERN Accelerator Control System relies on many components and a substantial infrastructure, which must be available 24 hours a day, 7 days a week. This
hardware and software infrastructure needs to be monitored in order to anticipate or detect failures and fix them as quickly as possible. The Controls Open-
Source Monitoring System (COSMQOS) project was launched in 2017 to renovate the existing in-house solution, which was suffering from its hyper-centralized
model, the muiltiplicity of the solution, service overlap and scalability issues.
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* Target a wider audience
* automatize user config.
* extend use of IcingaWeb
¢ Strengthen the system
* Setup, backup, security,
reliability, availability
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