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Abstract 
The 4th generation light source, PAL-XFEL, is an X-ray 

free electron laser in Pohang, Korea. One of key features 
of the event timing system in the PAL-XFEL, the beam 
synchronous acquisition is used in many beam diagnostics 
and analysis and the species of that increase gradually. In 
order to reduce the cost for event receivers which are re-
quired for operating the beam synchronous acquisition and 
to resolve the difficulty of the limited platform dependant 
on event receivers, we developed the virtual event receiver 
system receiving timestamps and BSA information from an 
event generator not using real event receivers. In this paper, 
we introduce the software architecture of the virtual event 
receiving system and present test results of it. 

BEAM SYNCHRONOUS ACQUISITION 
Event timing system is one of the key infra systems to 

control accelerators, which basically controls triggers for 
each instrument and system in an accelerator system. The 
event timing system generally consists of event generators 
and event receivers. The event generator, EVG, generates 
event definitions which are scheduled in a time sequence 
according to the operation policy in an accelerator system. 
The event receiver, EVR, generates trigger signals for cli-
ents such as modulators, instrument for diagnostics, and 
low level RF controllers based on the information trans-
ferred from the EVG. This event information includes each 
timestamp corresponding to each event. The event timing 
system of the PAL-XFEL consists of the hardware imple-
mented by the MicroResearch Finland Co. and the 
software developed for the LCLS [1-3]. 

The event timing system of the PAL-XFEL supports the 
beam synchronous acquisition, BSA, which is useful for 
analysing the correlations among several client devices by 
collecting data in terms of same beam pulse as realized in 
the LCLS [4].  Figure 1 shows a schematic drawing to de-
scribe the concept of BSA by using the EVG and EVRs. 
Each client input output controller, IOC, has an EVR which 
receives event pattern information from the EVG IOC. 

Figure 2 shows the orbit correction system used in PAL-
XFEL. This orbit correction system uses the real-time 
beam position data taken in BSA by the beam position 
monitors. The BSA is also used to measure beam profiles 
by using the wire scanners in the PAL-XFEL, which is es-
pecially essential to correct the jitter of the raw data from 
the wire scanners. 

Figure 1: Data acquisition among IOCs in an event timing 
system using EVRs and an EVG. 

Figure 2: Orbit correction system using BSA to take syn-
chronous beam positons with the beam position monitors 
in the PAL-XFEL. 

Figure 3: Typical example of beam profile measurement 
with wire scanner using BSA. 

VIRTUAL EVENT RECEIVER 
The EVR has three major roles in the event system of the 

PAL-XFEL. The first one is to generate trigger signals. The 
generation of trigger signal are processed by the FPGAs 
embedded in the EVR. The other functions are to transfer 
the information related with the timestamp and BSA from 
the EVG as mentioned before. 

The actual works to generate timestamps and taking data 
in BSA can be processed by the CPU of an IOC. The EVRs 
are simply interconnect the information related with the 
events between the EVG and the client IOCs or the proces-
sors. Therefore, if we realize the function of delivering in-
formation related with BSA and timestamp by using a sep-
arated simple micro-computer and if the client system can 
make the trigger signal based on the received event data 
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from the EVG, we can make the client system work as if 
an EVR is running in the client system. 

Figure 3 shows the proposed scheme, namely virtual 
EVR. The virtual EVR concept requires a software to pro-
cess transferring the EVG information instead of a real 
EVR hardware. In an actual EVR, the EVR’s controlling 
CPU transfers the received EVG’s buffer data through an 
interrupt service routine, ISR. In the virtual EVR, this is 
processed by the publisher’s CPU and the subscriber’s 
CPU through another communication network. We also 
make the EVG do not any tasks related with the virtual 
EVR to guarantee the reliability of the event timing system.  

The virtual EVR publisher sends the buffer data received 
from the EVG to the virtual EVR subscribers within 10 μs. 
The virtual EVR subscriber invokes an ISR using the data 
stream to make timestamps and to make clients run in BSA 
mode. Since a publisher may has n number of subscribers 
as shown in Fig. 4, it is possible to construct cost effective 
BSA system with the virtual EVR system. We realized this 
virtual EVR’s publisher and subscriber software based on 
the zeroMQ which supports most platform in free [5]. 

 

 
Figure 4: Concept of virtual event receiver.  

  

Development & Experiment 
The existing EVR driver software for a real EVR device 

provides a powerful diagnosis tool for the event timing sys-
tem, which is also useful for debugging the virtual EVR 
system. Figure 5 shows a typical screen image of the EVR 
diagnostics software at the case of the virtual EVR. We ver-
ified the performance of the virtual EVR subscribers by 
checking the fiducial delay corresponding to the receiving 
time of the event code, 1, transferred with the rate of 
360 Hz. While the deviation of the average of that is very 
small, the difference between the maximum and the mini-
mum of the fiducial delay is large, which is due to the rea-
son that the virtual EVR was developed and tested on a vir-
tual Linux PC environment which may occur unexpected 
latency. 

 

 
Figure 5: Screen image of virtual EVR subscriber pattern 
diagnostics. Fiducial Delay = 18 μs, Fiducial Delay Min. = 
4 μs, Fiducial Delay Max. = 35396 μs, Fiducial Avg. = 
16 μs. 

 
Figure 6 shows the test result of the virtual EVR which 

uses the virtual EVR subscriber implemented on a Rasp-
berry Pi which is a cheap but compact enough to test it. 

 
 
 

 
Figure 6: Screen images of the BSA test by using a virtual 
EVR on a Raspberry Pi. (a) Defining an event for a BSA. 
(b) Setting detail parameters for the BSA. (c) Monitoring 
the test result. 
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Virtual EVR for LLRF Controller  
52 RF klystron modules are installed in the linear accel-

erator the PAL-XFEL. Since each RF module is controlled 
and monitored by a low level RF controller, namely LLRF, 
52 LLRFs are working in the PAL-XFEL [6]. The LLRF of 
the PAL-XFEL does not have an EVR device unlike other 
BSA devices such as beam position monitors, but was de-
signed to work as a virtual EVR subscriber so as to evaluate 
BSA function in the LLRF. 

Figure 7 shows the screen image of the diagnostics of 
BSA for the all LLRFs. This software was developed by 
using the GUI of the Control System Studio, CSS [7]. The 
received count number means the number of data streams 
per second, which shows that the each RF module runs in 
proper pulse rate. The timestamps are based on the event 
buffer stream transferred from the EVG, representing a 
global time base. Because we set the number of data to 
store in a BSA buffer is 1000 even though the maximum 
value is 2800, the numbers of the four BSA data, BSA1, 
BSA2, BSA3, and BSA4 are all 1000 in this case and the 
every LLRF gathers 1000 data for each BSA. 

Figure 7: Screen image of the diagnostics of BSA for the 
all LLRFs. 

Figure 8 shows the test example of beam energy jitter by 
using the BSA data from the LLRFs and the beam position 

monitors in the PAL-XFEL. The amplitude and the phase 
were acquired by the LLRFs with the virtual EVR, but the 
dump beam positions were acquired by the beam position 
monitors with hardware type EVR. 

Figure 8: Correlation check RF vs Beam Energy (Dump 
BPM) 

CONCLUSION 
We developed a virtual EVR system which can make the 

system without physical EVR hardware by using a soft-
ware consisted of the virtual EVR publisher and the virtual 
EVR subscribers requiring an independent network com-
municating the event information related with the time 
stamp and the BSA. Because it is independency from plat-
form, this architecture has advantages in cost saving and 
extendibility, comparing to the hardware type EVR, even 
though it needs independent network resource. 
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