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Abstract
As more and more scientific data is stored at photon

sources as part of implementing FAIR data policies there is
a growing need to provide services to access to view, reduce
and analyse the data remotely. The CALIPSOplus project,
in which all photon sources in Europe are involved in, has
recognised this need and created a prototype portal for Data
Analysis as a Service. This paper will present the technology
choices, the architecture of the blueprint, the prototype ser-
vices and the objectives of the production version planned
in the medium term. The paper will cover the challenges of
building a data analysis portal from scratch which covers the
needs of multiple sites, each with their own data catalogue,
local computing infrastructure and different workflows. User
authentication and management are essential to creating a
useful but sustainable service.

INTRODUCTION
Photon sources are hitting a data analysis wall with the

huge increase in data volumes, new techniques and new
user communities. Users are limited by the difficulty in
exporting huge data from the source to their home labs and
by the lack of easy access to data analysis programs. At
the same time science is becoming more open by sharing
the data, methods and publications - the so-called Open
Science movement. Making the data used in publications
easily available enables others to reproduce the analysis
and findings. This has been one of motivations for photon
sources to adopt open data policies. Another motivation has
been the need to alleviate the data analysis bottleneck by
implementing modern data management so that data analysis
services can be built on top of data catalogues. Lack of
adequate data management limits the data services which
can be be offered to users. In order to address these issues it
was decided to include data management as a special topic
in H2020 project CALIPSOplus [1].

CALIPSOplus is a project of all synchrotrons and free
electron lasers in Europe and the Middle East to contribute
to the completion of the European Research Area [2] and to
tackle the new challenges arising from the commitment of
the EU to Open science, Open innovation and Open to the
world. The project aims at pushing integration with respect
to user access, support, instrumentation, data analysis and
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data management forward. The goal is to harmonise data
management and data analysis services of the different
facilities. It was therefore agreed to start a Joint Research
Activity (JRA) to prototype data analysis services on top of
the data portals which are part of the data policies being
implemented at photon sources in Europe. This paper
describes the CALIPSOplus prototype data analysis portal.

DATA ANALYSIS AS A SERVICE
The as a Service (aaS) family of services include the well

known Software as a Service (SaaS) and Data as a Service
(DaaS) services. In order to address the data analysis bottle-
neck problem we propose to bring the data analysis software
to the data and provide Data Analysis as a Service (DAAS).
Data analysis can include providing data reduction services
to calibrate and reduce the data to smaller volumes or dif-
ferent dimension e.g. from raw detector counts to physical
units. The goal of DAAS is to leave data at the source and
provide users with remote access to data analysis programs
and algorithms. The DAAS prototype is aimed at identify-
ing and implementing a number of prototype services for a
selected set of use cases. The experience gained and feed-
back from users will help move towards a production ready
service for data analysis in the future.

USE CASES
A survey was performed among the different CALIPSO-

plus members to compile a list with reusable scientific anal-
ysis software use case candidates at the different facilities.
Feasible candidates for use cases were the applications for
online analysis of scientific data, which are at the "end" of a
data analysis chain, and therefore producing results which
are directly useful for publications. However, any other
application considered re-usable from other sites could be
nominated. "Application" could also mean libraries, tool-
boxes or components from which full applications could be
more easily derived. The following software packages were
selected as use cases, see deliverable [3] and the software
catalogue [4] for the details about the software and required
dependencies:

• CrystFEL (DESY) : CrystFEL is a suite of programs
for processing diffraction data acquired serially in a
snapshot manner, such as when using the technique
of Serial Femtosecond Crystallography (SFX) with a
free-electron laser source.
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• Ptycho Shelves (PSI): Ptycho Shelves is an innovative
and conceptually-simple modular framework for pty-
chography reconstructions.

• Savu (Diamond) : Savu is a Python package to assist
with the processing and reconstruction of parallel-beam
tomography data.

• pyFAI (ESRF) : the pyFAI library reduces 2D images
into 1D curves (azimuthal integration). As a library,
the aim of pyFAI is to be integrated into other tools or
being used directly within Jupyter notebooks.

• PyMca (ESRF) : PyMca allows to explore X-ray mi-
croscopy datasets.

• Crispy (ESRF) : Crispy is a modern graphical user
interface to simulate core-level spectra using semi-
empirical multiplet approaches.

• PyNX (ESRF) : Python toolkit for accelerated Nano-
structures Crystallography and Coherent X-ray Imaging
techniques.

SOFTWARE CATALOGUE
Almost all the use cases listed above are in the PaNData

software catalogue. The PaNData software catalogue [4] is a
database of software used mainly for data analysis of photon
and neutron experiments. It allows scientific institutes to
upload information about the software that they have created
for others to download although the website does not contain
the binaries for the software.

All software developed for the implementation of the pro-
posed architecture is being published on Github under per-
missible licenses at https://github.com/calipsoplus

BLUEPRINT
At present, we are working to provide five main services

which users can access remotely to perform their data analy-
sis linked to their data, these include:

• Data browsing

• Jupyter Notebooks [5]

• Virtual machines and containers

• Remote desktop applications

• Web applications for data analysis

The blueprint (see Fig. 1) was prepared at a meeting in
May 2018 where the collaborators met to discuss require-
ments for the blueprint and to design the potential architec-
ture and implementation of these services. The blueprint
design was completed at a hands-on meeting held at the
ALBA synchrotron in October 2018.

It was agreed that applications will be implemented as de-
ployable packages, as pre-configured virtual machines or as

containers. Virtual machines and containers provide encap-
sulated user environments, which can eventually be archived
with the experimental data, thereby capturing valuable prove-
nance data and strongly supporting the reproducibility of
the original experiment and data analysis workflows.

Figure 1: Blueprint of CALIPSOplus.

Infrastructure Requirements
The infrastructure on which the DAAS services will run

must be adequately dimensioned for the service to enable
users to work comfortably. Even if the blueprint could run
on a single computer it will require one or more clusters of
machines to provide a useful service. The exact number of
machines will depend on the use cases implemented at each
site and the number of users.

Portals
Access Portal The current implementation has an ac-

cess portal which can be viewed by anyone and can be used
for both promoting the capabilities of each facility as well
as providing access to the portal of each site. Each site has
an authorisation database in order to prevent unauthorised
access. CALIPSOplus has chosen UmbrellaID [6] as the
main authentication mechanism. UmbrellaID allows anyone
to make an account therefore users must be able to link their
UmbrellaID account with their local site account to make
sure that only authorised users (those who carried out an
experiment at the facility) have access to the services of-
fered by the DAAS portal. OpenID Connect (OIDC) [7]
is supported to enable local access without an UmbrellaID
account. This allows some facilities to make use of their
existing Single Sign-On (SSO).

In the future, the CALIPSOplus DAAS portal could be
a thematic service in the EOSC [8] for promoting common
PaN services like the software catalogue, tutorials, docu-
mentation, open data etc.

Facility Portal The facility portal is the portal imple-
mented by each synchrotron with bespoke services offered
including the core functionality to be offered by all sites.
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The resource quota database is connected to the portal
in order to make sure that users only make use of a num-
ber of resources proportional to their experiment/proposal.
The importance of a resource quota is to make sure that a
single user or a small group of users are not using all of
the resources and preventing others from accessing the re-
sources. Resource quotas allow control of the number of
CPUs, RAM, storage and time allocated to each user via
the DAAS portal. The quotas depend on what users need to
do. A user carrying out computationally heavy simulations
will require more resources and will need to accommodated
for, but not every user will need this or be given additional
resources. For JupyterHub, the initial plan is to give each
user the same amount of resources e.g storage, RAM and
CPU which they can use.

Data Catalogue The facilities’ data catalogue is linked
to the facility portal as the user will have to specify which
dataset(s) they wish to have access to either on a virtual
machine or for use on JupyterLab. The user will enter some
details about the dataset such as the proposal number, the
name of the beamline, session, date of experiment etc. based
on which the data catalogue will be able to find the data and
return it to the user in the most efficient way. This data will
be mounted directly to the virtual machine they have access
to or by the Jupyter Notebook container. This operation will
remain the same for the user provided it is stored on a hard
drive at the facility. Data that is archived is not restored
automatically. It will require a manual request via the data
portal to restore the data. The user will need to specify where
the data has been restored to access it.

Orchestrator
The orchestrator coordinates containerised services

started via the portal for multiple users. The orchestrator (Ku-
bernetes and/or SLURM) will deploy the containers based
on the availability of resources on each node as well as the
hardware requirements that have been set for the container
such as CPU, RAM and GPU.

Servers Each of these services will require servers in
order to host them. In the case of Jupyter Notebooks, they
will be hosted on a Kubernetes cluster which will allow load
balancing of many containers across multiple servers. With
this setup, it is possible to add and remove servers depending
on the number of users and their requirements.

As most facilities are using SLURM, deploying notebooks
using SLURM was implemented however this involves some
restrictions as users are unable to install additional software
and must rely completely on the software packages already
installed on the node.

Each facility will have the choice to use Kubernetes [9],
SLURM or both orchestrators to provide Jupyter Notebooks.

As part of the services supplied, it was possible to provide
containers with pre-configured software such as CrystFEL
[10] and Ptycho [11] installed. Docker containers were used
however Singularity [12] is another possibility.

Container Orchestrator As not all facilities have a pro-
duction ready Kubernetes deployed, they are still able to
make use of Docker to provide containers with pre-installed
software. This is used for simple applications as Docker is
limited to a single machine without using Docker Swarm.

It will be necessary to take into account not only perfor-
mance but also hardware requirements as virtual machines
are much more resource intensive. It is possible that contain-
ers might be able to provide a sufficient performance with
less resources.

IMPLEMENTATION
The project is currently in the implementation phase: cre-

ating an initial prototype. The prototype follows the original
blueprint closely despite encountering some problems along
the way. The difficulties experienced were in the following
areas :

• Mounting NFS directories to containers with correct
user permissions

• Accessing users experimental data from metadata cata-
logues

A Jupyterhub has been setup to run on Kubernetes which
creates containers for each Jupyter Notebook. As these con-
tainers were run using root as default, users were unable
to access their home directory and the experimental data
on NFS due to permission errors. Working with some of
the main contributers on Jupyterhub for Kubernetes it was
possible to run the container as the user instead of root and
have the NFS paths mounted at start-up.

One of the biggest problems remaining is accessing data
from ICAT due to the fact that ICAT does not currently
support OAuth2. This requires the user to login twice in
order to get an authorisation token and access the data. This
problem can affect facilities not using ICAT as well. Each
facility will contribute code to support their data access
platform.

Frontend
The frontend of the web application is being written in

Angular 6 which supports multiple packages for OpenID
Connect as well as to enable us to make use of software
which has already been created to enable remote desktop
applications via RDP and VNC. See Figures 2 and 3 for
examples of the frontend service pages.

REST API
The backend of CALIPSOplus is written in Python mak-

ing use of the Django [13] framework. Python was chosen
as it provides many APIs which allows one to create con-
tainers and virtual machines using OpenStack, Docker and
Kubernetes more easily. Django provided a rich ecosys-
tem of third-party applications such as OpenID Connect for
authentication, notification system for sending emails and
out-of-the-box support for many types of databases giving
us great flexibility.
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Figure 2: Front End services available.

Figure 3: Container and Virtual Machine which the user has
made and can use.

Site Specific Login
Each facility will be able to implement additional authen-

tication methods to their local site portal. UmbrellaID is the
preferred authenticator for accessing the portal.

Containers
Containers are currently being run on Kubernetes by us-

ing the Kubernetes Python API which supports mounting
directories the user would need such as their home directory
or their Proposal directories.

In order to access user home directories inside the con-
tainer, we initially encountered the problem whereby the
container was run as root while trying to access a directory
from NFS which belongs to a different user. To access these
directories, we had to change the container so that it is al-
ways being run by the user and never as root. This served
the purpose of not only as a possible way to access the data,
but also as a security mechanism as even if a user was able
to escape the container, they would only have user rights on
the host machine instead of root rights.

Jupyter Notebooks
Initially Jupyter Notebooks were provided by using Ku-

bernetes which creates an individual container for each user.
The user is able to access all of their directories as with any
container. They were also given them sudo access within the
container/notebook enabling them to install any additional
software they need. This seems to be the most efficient
solution as we are able to scale resources depending on
users and keep the users in an isolated environment. One

unseen problem was that by running the container as the
user, the user’s account information didn’t exist within the
notebook (/etc/passwd). Although this initially appears as
a cosmetic issue, software that requires a username during
the installation, e.g., to create or configure files etc fail. One
possible solution is to add the user’s account information to
the /etc/passwd directory during start-up.

Another means of providing the notebooks was to use
SLURM. SLURM allows the user to reserve resources in a
computing cluster in order to run a Jupyter Notebook. This
solution is a very useful alternative to Kubernetes however
it does have some limitations. Firstly, users are not able to
install additional software which requires root privileges.
The other being that it is initially more difficult to configure
as each node of the cluster which can run the notebook must
have all of the needed software installed which is not needed
for Kubernetes as the container will contain everything.

Data Catalogue
A very important issue is that the user is able to access all

of the data relating to their proposal. The default granularity
supported will be at the level of Proposal. More detailed
data searches for datasets will be done via the data portal
and not via the common DAAS portal. It is up to the facility
data portal to make a link to the DAAS portal services. The
critical issue of making data accessible in an efficient way
via a local mount. The type of mount will depend on the
local facility file system(s). At the ESRF it was possible to
mount the Proposal directory to the container/VM giving
the user the quickest possible access to their data. Other
facilities are currently doing the same.

TESTING
The development of the portal included a testing phase

which reported (in month 24 of the project) critical feedback
for assisting further advancements of the system. The exam-
ination was done against the Blueprint requirements but also
reported the views of developers, system administrators and
end-users. The main challenge was the very high number
of interconnected software components and services, many
of which are still under development, that consist of the
platform. Even if the project has common objectives, each
facility may have slightly different needs from the portal and
some have more advanced deployments than others.

The structure of the examination included functional and
non-functional aspects. The functional part included Unit,
Integration, System, and Acceptance testing; and surveyed
many components such as the login, front-end, analysis ap-
plications and data access. This included examining the
readiness for delivery and wide deployment. The second
part included the so called non-functional aspects that in-
clude Performance, Security, Usability, and Compatibility
testing. This part provided insights on the overall respon-
siveness but also raised security concerns.

The results of the testing confirmed that the system as a
whole follows successfully the blueprint that it is based on.
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The facilities with advanced installations which involved
end-users during the testing phase, reported a mostly posi-
tive and encouraging feedback. A key critical finding is that
even if the basic installation is straight forward, the integra-
tion to the existing computing infrastructure, services and
databases is very challenging due to the complexities of the
local infrastructures. Certain issues were raised regarding
documentation that since that time have been improved in-
cluding authoring of the present paper that aims at serving
as a reference to the whole system. It was noted that the con-
nection to the data catalogue was a task that required further
work; likewise for the local authentication subsystem. There
was positive feedback regarding the overall performance but
system administrator groups raised the need for specialised
monitoring tools. This will pave the way for extending the
portal into a production-ready services for end-users as it is
planned from certain facilities.

The overall positive feedback of the testing suggested
that the system is suitable to serve as a starting-point and
demonstrator for EOSC related projects like PaNOSC [14]
and EXPaNDS [15].

USER FEEDBACK
Development versions of the portal were deployed in all

of the facilities to get user feedback. The users selected to
test the portal were scientists and scientific computing group
leaders as these groups were considered potential users of
the portal in the future.

The overall feedback from users about the tool was very
positive. "As it is now the portal provides all that is re-
quired to run a virtual machine..."; "I’ve found the portal
very attractive and responsive, and very useful to our users".
Nevertheless, there were some concerns regarding the per-
formance as, in some cases, the application tested was "a
bit slow, and I had difficulty in browsing the data", and this
should be addressed in order to adjust every container to its
optimal configuration (number of CPUs, RAM,...).

Other comments were received related to new features,
such as being able to install any application easily, and being
able to use a console or terminal in order to interact with the
system.

FUTURE DEVELOPMENTS
The CALIPSOplus DAAS prototype has been useful to

identify and solve technical issues, prototype use cases, and
get feedback from users. The question now is what is the
next step? One obvious goal would be to run the proto-
type with the aim of developing a production solution in
the long term. For this to happen each site needs to adopt
a data analysis strategy and to provide human and financial
resources to implement this. Most CALIPSOplus partners
are however not this far yet - even if all of them admit there
is a data analysis bottleneck, few of them have adopted a
strategy nor allocated sufficient resources to deal with the
problem. One partner of CALIPSOplus is planning to move
the DAAS prototype to a production ready service while the

other partners will continue to test the DAAS portal as an
incubator service.

Fortunately the European Commission has embarked on
the European Open Science Cloud (EOSC) [8]. The EOSC
is an ambitious project to make scientific data FAIR and
to link data to compute resources. Although the exact im-
plementation EOSC is still not clearly defined a number
of projects have been financed to further define and imple-
ment the EOSC. Two of these projects are the Photon and
Neutron Open Science Cloud (PaNOSC [14]) and the Ex-
PaNDS project [15]. PaNOSC is a consortium of Photon
and Neutron sources on the EU roadmap, while ExPaNDS is
made up of a consortium of national EU photon and neutron
sources. Both projects have the goal of providing data ser-
vices. The future development of the CALIPSOplus JRA2
portal will be carried out under these two projects. See paper
[TUBPL02] on PaNOSC at this conference for more details
about the data services and portal developments that are
planned.

CONCLUSION
From this blueprint, we can see that the proposed archi-

tecture and implementation of providing Data Analysis as a
Service for synchrotron facilities provides a common user
experience and services while still allowing the freedom for
each synchrotron to implement site-specific functionality
depending on their own hardware and experimental proce-
dures. Initial prototypes and tests show that the main issues
required to provide a DAAS service for synchrotrons have
been taken into account. There are multiple factors like
data access, performance, compute resources which need
to be taken into account but which can only be done at the
facility infrastructure level. Ultimately the service needs to
be tested by the users. This will be done through the user
meetings and organisations. Each facility must now define
the level of support they want to give for Data Analysis as a
Service. This will determine the hardware requirements for
the production system.
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