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Abstract 
The National Ignition Facility (NIF) is the world’s most 

energetic laser experimental facility with 192 beams capa-
ble of delivering 2.1 megajoules of 500-terawatt ultraviolet 
laser light to a target.  NIF experiments facilitate the study 
of extreme physical conditions at temperatures exceeding 
100 million K and 100 billion times atmospheric pressure 
allowing scientists the ability to generate conditions simi-
lar to the center of the sun and explore the physics of plan-
etary interiors, supernovae and thermonuclear burn. This 
year concludes a series of optimizations and enhancements 
to the control & information systems to sustain the quantity 
of experimental target shots while developing an enhanced 
precision diagnostic system to optimize and increase the 
power and energy capabilities of the facility.  In addition, 
many new system control and diagnostic capabilities have 
been commissioned to increase the understanding of target 
performance.  This year also concludes a multi-year sus-
tainability project to migrate the control system software to 
Java.  This talk will report on the current status of each of 
these areas in support of the wide variety of experiments 
being conducted. 

INTRODUCTION 
The National Ignition Facility (NIF) [1] provides a sci-

entific center for the study of inertial confinement fusion 
(ICF) and matter at extreme energy densities and pres-
sures [2]. Each NIF experiment, or shot cycle, is managed 
by the Integrated Computer Control System (ICCS) [3], 
which uses a scalable software architecture running code 
on more than 2300 front end processors, embedded con-
trollers and supervisory servers. The NIF control system 
operates laser and industrial controls hardware interfacing 
with 66,000 control points (e.g. motors, calorimeters, sen-
sors, etc) to ensure that all NIF's 192 laser pulses arrive at 
a target within 30 picoseconds of each other, are aligned to 
a pointing accuracy of less than 50 microns, and orches-
trate a host of diagnostic equipment collecting experi-
mental data in a few billionths of a second. Every NIF au-
tomated shot cycle [4] consists of approximately 2 million 
sequenced operations, such as beam path alignment, pulse 
shaping, and diagnostic configuration and each shot is typ-
ically conducted within 4-8 hours depending on the exper-
iment complexity. 

NIF has been a 24x7 operational facility since 2009 and 
has supported scientific advancement in various fields of 
physical studies such as High Energy Density (HED) ex-
periments for Stockpile Stewardship, Inertial Confinement 

Fusion (ICF), National Security Applications and Discov-
ery Science.  The facility and control systems advancement 
has continued since becoming operational and many sig-
nificant changes have occurred to increase its capabilities 
and efficiency since last reporting [5].  A summarization of 
the most recent enhancements is detailed in the following 
paper. 

CONTROL SYSTEM STATUS 
NIF Shot Rate Sustainment 

As the NIF celebrates its 10th year of full-scale opera-
tions controls priorities continue to be sustaining a high 
system availability for maximizing the conduct of experi-
mentation for all associated fields of research.  With the 
deployment of new diagnostic capabilities, we continue to 
further advance our scientific capabilities and understand-
ing however increased focus has been placed on modern-
izing the laser, controls and infrastructure to sustain many 
more years of valuable operation (Fig. 1). 

Figure 1: Balance of NIF primary priorities shifting to re-
duce risk to long term facility sustainment. 

Although previous optimizations [6] identified major 
opportunities to improve the shot rate on NIF, the focus on 
efficiency has required to be continuous in order to offset 
the operational cost of increasingly complex capabilities 
and experimental configurations that are added annually 
(Fig. 2).  Experimental configurations, such as the Ad-
vanced Radiographic Capability (ARC) [7] Petawatt laser 
is used with far greater frequency and these shot cycle con-
figuration takes significantly longer than other target ex-
periments (~12 hours per shot).  Additionally, with greater 
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target diagnostic capabilities the number of diagnostic po-
sitioner reconfigurations required has steadily been in-
creasing over the past several years which adds to the setup 
duration required between each shot cycle. Although the 
recent optimizations are not as dramatic as the initial fo-
cused efforts, they have a significant impact in offsetting 
the experimental complexity increases. 

 
Figure 2: Shot cycle average complexity factor increase ex-
amples. 

Two recent examples of these optimizations were iden-
tified as a result of our continued focus on metrics collec-
tion, analysis and visualizations [8].  The first optimization 
was an anomalous data pattern (Fig. 3) observed during 
movement of a specific laser shutter throughout each shot 
cycle.  Although no operational problems had been identi-
fied it was determined that one specific shutter location 
was frequently taking longer to move to one limit switch 
than other locations.  This shutter is moved many times 
during each shot cycle and the impact of this badly per-
forming instance was evaluated at greater than 45 minutes 
of lost critical path time during the average week.  The root 
cause was an unoptimized overdrive configuration and was 
being masked due to an automated software ‘fail and retry’ 
behavior. 

 
Figure 3: Anomalous maximum versus average motor 
movement duration patterns. 

The second optimization was to the extensive number of 
database operations performed throughout each shot cycle.  
Each shot cycle was analyzed to consume approximately 
22 minutes of critical path database calculation time which 
appeared excessive. Analysis of the PL-SQL data opera-
tions identified that due to the repetitive nature of the op-
erations (i.e. separate queries were being executed for each 
NIF beamline) the query implementation would be more 
efficient with the use of bind variables to optimize the Or-
acle server execution plan construction.  Several new table 
indexes were also added to further refine the performance.  
After deployment the performance was evaluated to have 
an average shot cycle time reduction of 88% (or ~19 
minutes per shot cycle). 

Neither of these optimizations were particularly com-
plex or costly to analyze nor implement but are clear ex-
amples that focusing analysis on small repetitive system 
actions can have significant payback.  Many of the data 
analyses implemented during the past several years have 
now laid the foundations for continued application in a pre-
dictive manner using machine learning which is a growing 
area of research to further improve operational efficiency 
and availability. 

With the continuous full-scale facility use now spanning 
several years, weaknesses in auxiliary support facility op-
erations and processes rapidly came to light.  The first was 
in the optic supply chain for NIF.  Due to the high power 
and energy levels that NIF operates at a comprehensive op-
tics management process is required to inspect, repair and 
replace the thousands of optics involved in routine opera-
tions.  With the continuous NIF use these facilities began 
to struggle to sustain the optic throughput demand re-
quired.  Various process and software optimizations were 
evaluated throughout all phases of the optic loop and it was 
identified that significant efficiency gains could made 
through application of machine learning strategies in the 
areas of initial inspection defect classification [9] and optic 
defect mitigation qualifications (Fig. 4) [10].   

 
Figure 4: Automated optics processing station.  

With these optimizations in place the optic facilities have 
now not only kept up with the demands of NIF experimen-
tation, they have also significantly reduced the operational 
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oversight required in these areas due to many parts of the 
process improvements being largely autonomous. 

As NIF operates, 24x7 experiments are conducted at all 
times of day and night.  Throughout the shot cycle there are 
often several critical junctures that require the approval 
from an experimenter to proceed.  Delays can often arise 
due to unavailability of the key personnel or inefficient 
methods of provisioning the necessary evaluation data re-
quired in obtaining approvals. In assessment of these po-
tential issues it was identified that if a remote viewing 
mechanism was implemented this would significantly re-
duce the probability of incurring these delays. With the as-
sistance of the IT team, using low cost COTS products 
(AV.io video media converter [11] and Net Support and 
WebEx technologies), a guaranteed read-only data link was 
implemented to facilitate remote viewing of any opera-
tional console at the request of a user (Fig. 5).  The imple-
mentation provided secondary benefits to other groups 
such as control system and alignment support personnel to 
gain greater insights into operational issues through direct 
visualization of issues.   

 
Figure 5: Secure operational remote on-demand viewing 
architecture. 

With all optimizations implemented and shot rates tal-
lied (Fig. 6) the results continue to show not only that NIF 
continues to maintain a high shot rate but that the continu-
ous focus on optimizations have been required in order to 
do so.  As of September 2019, the facility is also on track 
for maintaining approximately 400 target shots (estimated 
391).  Optimizations will remain a constant priority and in 
doing so we believe that the capacity to conduct a level an-
nual target shot rate is sustainable. 

 
Figure 6: NIF target shot count and rates by major  
program. 

Refreshing Laser Precision Diagnostic System 
During the original NIF design phase a comprehensive 

laser diagnostic suite (approximately 350 active control 
points), the Precision Diagnostic System (PDS), was con-
structed to evaluate both the overall laser performance and 
to provide a testbed to qualify the design of the Integrated 
Optics Module (IOM) which is the final beamline optical 
package responsible for conversion of the laser wavelength 
from 1w (1053nm) to 3w (351nm) and focusing each beam 
on to the target.  Once the NIF had been constructed, over 
ten years ago, the PDS was abandoned in place.  In the past 
year there has been renewed interest in increasing the over-
all power and energy level and accuracy of the NIF.  To 
facilitate this ongoing research the PDS system is being re-
commissioned (Fig. 7) and enhanced to increase under-
standing of laser and optical effects that limit the delivera-
ble power and energy.  Given the technology advancements 
made since the system was last used this has also been the 
ideal time to upgrade the diagnostic capabilities of PDS.   

 
Figure 7: The control points overview summary for the NIF 
Precision Diagnostic System (PDS). 

The PDS operates by diverting a NIF beam into two dis-
tinct diagnostic areas; one for diagnosing overall 1w laser 
performance and the other, after frequency conversion to 
3w, to evaluate the frequency conversion design and per-
formance of the IOM.  The design enhancement also up-
graded the ability to choose 1 of 4 NIF beams to redirect to 
the PDS (previously only a single fixed beam could be di-
verted).   
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As of the end of FY19 NIF has successfully commis-
sioned the new 4-beam selection mechanism in addition to 
completing 1w diagnostic suite upgrade.  Most of the im-
aging diagnostics (near-field, far-field, radial shear, spec-
trum) have been upgraded to higher resolution Spectral In-
struments SI-1000 variants, and the power diagnostic os-
cilloscopes have been replaced with high resolution Tek-
tronix DPO variants.  In addition to upgrading the existing 
equipment new time-resolved diagnostics have been added 
which provides significant new insight into the laser per-
formance at variable time slices along the temporal pulse 
shape.  The final enhancement is that all controls, except 
the time-resolved diagnostics, have been fully integrated 
with the shot automation layer to ensure PDS experimen-
tation is performed in an efficient manner and to minimize 
impact to the target experimentation schedules. 

Deployment and commissioning of the 3w diagnostic 
suite upgrades is expected to commence later this year with 
commissioning expected to complete early next year.  

Increasing Target Performance with Improved 
Diagnostic Capabilities 

A primary research area for the National Ignition Facility 
is the study of Inertial Confinement Fusion (ICF) [12], a 
key mission of the facility.  Many of the target diagnostic 
capability enhancements added to NIF directly support im-
proved understanding of the physical effects that occur dur-
ing the few billionths of a second window in which a shot 
occurs.  Most diagnostics capture data in two-dimensions 
whereas the physical experiment effects are in three dimen-
sions.  This can lead to a reduction in understanding of the 
overall characterization and symmetry of the target fuel as-
sembly.  In recent years many of the NIF diagnostic en-
hancements aim to fill this gap and have added multiple 
axes of data capture.  The most recent example was com-
menced this year for the Neutron Imaging System (NIS) 
which captures imagery of the neutron symmetry and dis-
tribution. This year a third NIS diagnostic has been added 
on the 90-213 target chamber axis and has already provided 
improved understanding (Fig. 8) of the neutron emission 
symmetry and is helping to guide improved configurations 
for subsequent experiments.  

In the coming year this new diagnostic will be further 
enhanced with the addition of a comprehensive active di-
agnostic system which will add primary and down-scat-
tered neutron and gamma imaging. 

Another area of ICF research being explored on NIF is 
the effect of plasma build-up inside each hohlraum at shot 
time. It is our understanding that this effect impacts the uni-
formity of beam energy deposition inside the hohlraum 
which in-turn impacts the symmetry of the implosion.  Un-
til recently no direct diagnostic measurement capabilities 
have been able to increase our understanding of this effect.  
Last year NIF embarked upon a project to resolve this gap 
and designed and deployed a new Optical Thomson Scat-
tering (OTS) laser and diagnostic. This large-scale engi-
neering and controls project required a new beamline 
added to NIF.  The laser differs from an existing NIF beam-
line in that there is an additional frequency conversion to 

5w (210nm) UV wavelength.  This beam is used as a probe 
beam into the hohlraum at shot time and the plasma effect 
can them be measured via the beam reflection to a posi-
tioner mounted diagnostic.  The 5w wavelength is used to 
distinguish the diagnostic signal from the other wave-
lengths that already exist in the NIF target chamber at shot 
time. The OTS system (Fig. 9) is currently deployed and 
going through final system commissioning and is expected 
to be scientifically operational early in the next year.  

 
Figure 8: The third (90-213) axis of neutron imaging pro-
vides improved 3-dimensional understanding of neutron 
symmetry. 

 
Figure 9: The Optical Thomson Scattering (OTS) diagnos-
tic system component overview. 

Multi-Year Control System Refresh Conclusion 
As NIF expects to continue to provide an expanding sci-

entific research platform for the next 20 years, sustainment 
of the control’s software, hardware and development pro-
cesses is of the utmost importance.  The NIF controls ar-
chitecture and infrastructure [13] was designed with this 
inevitable technology evolution in mind.  
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This year concludes a successful multi-year effort to mi-
grate the 3.5 million lines of control system software from 
Ada95 to Java [14].  By requiring the CORBA control in-
terfaces of each software component to remain unchanged 
with each migration, in conjunction with development of 
comprehensive unit and integration test suites to qualify 
old and new behaviors, the deployment and commissioning 
has been highly successful.  In addition to maximizing the 
potential for successful conversion each new qualification 
suite provides the sustaining benefits of a) documenting the 
expected component behavior b) providing an efficient and 
extensive requalification platform on which to evaluate fu-
ture modifications by existing and new staff. 

All software has now been converted (Fig. 10) and the 
remaining few facility conversions and qualifications are 
expected to complete this year (Fig. 11). 

 
Figure 10: ICCS control component software conversion 
timeline. 

 
Figure 11: ICCS software process conversion timeline and 
status. 

With completion of all the control system software to a 
modern sustainable programming language, focus now 
shifts to the next areas of control system sustainability risk 
with modernization of our embedded controller platforms 
and elimination of the majority of Windows XP operating 
systems for video processors. 

Future Work 
Looking forward, the NIF controls will continue to sup-

port the pursuit of ignition in addition to ensuring we have 
a sustainable platform for many future years of operation.  
Symmetry of ICF experiment results is of the utmost im-
portance and the current methods of suspending targets in 
their hohlraum is known to have impacts.  Advancements 
are currently underway to reduce the impact of target engi-
neering features, one of which is a new tetra-cage wire sup-
port system (Fig. 12).  This system supports the target over 
a significantly reduced surface area versus the current ham-
mock-like design.  Due to fragility of this support system a 
machine safety ‘light curtain’ monitoring system is re-
quired to ensure the target remains positioned in place 
throughout the entire shot. The failsafe detection system 
detects displacement of target capsule if the energy sensor 
measures energy from the light source on the opposite side 
the target. 

 
Figure 12: Light curtain monitoring system for tetra-cage 
target wire support system design. 

Alternative strategies are also presently being researched 
to provide a boost to the ICF process (Fig. 13). Generating 
a magnetic field around the target is expected to improve 
the confinement of fusion alpha particles at shot time and 
increase the yield from ICF targets.  In the past year target 
platforms with magnetic field generating coils have been 
tested with non-ICF targets yielding positive results.  The 
platforms are being extended in the coming year to warm 
hohlraum targets and subsequently to ICF layered cryo-
genic target designs.  

With the control system migration from Ada to Java now 
complete focus shifts to the next priorities in long term sys-
tem sustainment.  In the next two years the controls for all 
the video imaging systems (~500) will be migrated from 
the current Windows XP operating system configuration to 
a diskless Linux configuration.  The goal of this migration 
is to improve the configuration management reliability and 
efficiency of these computer types and improve longer 
term compatibility with commodity hardware platforms.  
The next year will also commence the first phase of the 
NIF’s industrial and machine and personnel safety control 
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servers from Rockwell RSView32 to a modern FactoryTalk 
platform, the largest challenge in this upgrade being the 
phased deployment and requalification while minimizing 
facility downtime. 

Figure 13: Extending magnetized targets to hohlraums for 
improved confinement of fusion alpha particles. 

CONCLUSION 
The NIF control system is critical for the effective and 

efficient continued advancement of various physical areas 
of study supported by the National Ignition Facility.  Con-
trols efficiency improvements continue to be required to 
sustain a constant NIF shot rate and offset the additional 
operational cost of operating new scientific operational ca-
pabilities.  Many new laser and target diagnostic capabili-
ties have been deployed and commissioned for operational 
use with an increased focus on supporting a power energy 
increase on the NIF and advancing to the goal of fusion 
ignition.  A successfully major NIF control software mod-
ernization completes this year resulting in improved sus-
tainability of the system.  Focus is now shifting to other 
aging controls such as embedded controllers and imaging 
infrastructure and operating systems. 
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