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Abstract 

The KEK 2.5-GeV linac has been operating since 1982. 
However, in order to maintain reliable operation, the control 
system should be upgraded within a few years. We plan to 
replace the minicomputers and the main network connecting 
them. Thus, the architecture of the control software will also 
be revised. In the new system we should adopt software and 
hardware standards. 

In the next control system we will employ the TCP/IP 
(DARPA) protocol suite for the main network and Unix 
workstations to replace the minicomputers. For connections 
to the local controllers, VME bus (IEEE 1014) will be 
utilized. 

I. INTRODUCTION 

The KEK 2.5-GeV linac provides electron and positron 
beams for both the TRISTAN collider and the Photon Factory 
storage ring. The linac control system was designed in 1979 
and has been successfully operating since its commissioning 
in 1982. This old system is based on a distributed processor 
network, comprising eight minicomputers and hundreds of 
microcomputers, and on a control message exchange. 
Detailed descriptions have been given elsewhere [l] [2]. 

We have recently had many requests for increased 
functionality of the control system not included in the original 
design. However system resources were inadequate to 
implement the desired functionality. Furthermore, the 
minicomputers and the associated main network used in the 
old system will become unsupported by the computer 
company in a couple of years. We had thus decided to replace 
the main part of the control system and have carried out 
studies regarding the new system. 

As a result, we have decided to adapt international and de 
facto standards as much as possible. The recent advances in 
electronic technology enable us to use common standards 
among various fundamental components. We have employed 
these standards in the new network system and computers. 
For the main network the TCP/IP (DARPA) protocol suite on 
the Ethernet (IEEE 802.3) media is utilized. Unix operating 
systems on a group of workstations and VME-bus-based 
(IEEE 1014) computers were chosen for the main console 
stations and subcontrol stations, respectively. 

We describe below the design, current status and future of 
the new linac control system. 

II. SYSTEM COMPONENTS 
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A modern control system must interlink many kinds of 
objects and facilities. We may link it with advanced 
technology, such as A.I. systems [3] or CASE tools. We may 
also link to the control systems of other accelerators or 
utilities, although some access limitation mechanism is 
needed. We may further link the new control system at the 
next upgrade time. Since the aecelerators for research projects 
are always improving, we must combine many kinds of 
components to the control system. Thus we must make the 
control system as flexible as possible. 

In order to fulfill the requests we cannot rely on only one 
hardware and software vender. We had better utilize 
international and de facto standards. If we have much 
capacity to develop control components, we may define our 
own standards. However, this would lead some difficulties in 
future, as we have already experienced. We thus want to 
utilize currently available standards. 

The lifetime of an accelerator control system is relatively 
short, since electronics technology makes rapid progress and 
demands for control systems are changeable. We must thus 
always worry about future changes and upgrades of the 
control system. Since new technology and future standards 
are very likely to support existing standards, employing 
standards is promising. 

A desire for standards has grown among both users and 
vendors recently. If we adopt standards, (a) since there will 
exist less ambiguity in the rules, we can develop reliable 
technology based on it, (b) since the required components may 
be obtained commercially, the development period may be 
substantially reduced, (c) since the standards in other fields 
may support each other, it may be easier to construct the entire 
system. These facts are especially important in a small 
system, such as in our case where manpower is limited. 

A. TCP I IP Network. 

Since equipment used for a accelerator is spread over a 
long distance, we must use some kind of computer networks 
between controllers. Since our linac is a pulsed high-power 
RF machine, in the old system we attached importance to 
noise elimination and have used proprietary fiber optic 
networks (Loop-I). Since their hardware and software are 
dedicated to the old system, we cannot utilize them for any 
other configurations. 

Thus, we had to think about introducing a more 
standardized network, which can be adopted to various 
configurations. In order to be independent from suppliers 
TCP/IP protocol suite (DARPA) is most appropriate. We 
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have decided to use TCP/IP, even on VMS operating systems 
where the DECnet protocol is available. 

We have developed programs which test the basic 
communication capabilities of TCP/IP, which proved capable 
of running on more thari 15 different computer/operating 
system architectures without any modifications to the source 
codes. Perfonnance measurements were also carried out with 
these programs, and a part of the results is shown in (4). The 
round-trip response time of the typical workstations over the 
Ethernet is about a millisecond, which is appropriate for a 
control network. 

For the network media we utilize Ethernet (IEEE 802.3) 
since its components are commercially available and cheap. 
We know that the CSMA/CD mechanism of Ethernet is less 
effective, compared with token passing. However, we can 
make use of it up to 5 M bit/s, which is adequate for our 
current needs. It is possible to replace the main network part 
in the future, without any modifications to our software, with 
FDDI network system, which provides a band width of 100 M 
bit/s and token ring network access mechanism. 

B. Unix Operating System 

Unix is not presently a real-time computer operating 
system. However, except for full priority scheduling, most 
real-time features have already been implemented into many 
Unix operating systems. At least the current Unix systems can 
have a better real-time response than the real-time computers 
existing 10 years ago. Synchronization between processes can 
be possible in a millisecond if the processes are locked on 
memory; it took about 10 milliseconds to switch between 
processes on the old minicomputers. It should be noted that 
the POSIX (IEEE Pl003) for Unix standardization tries to 
include real-time capabilities. 

The system call incompatibility between Unix systems 
from many venders, especially between BSD-based and 
System-V-based Unix systems, could cause some troubles. 
However, most of our software can be easily ported, since we 
tried not to use any unusual system calls. We currently 
develop software mostly on DecStation 5000's in the control 
system and SparcStation 1 on the laboratory network. We 
also use the Mitsubishi's MX3000II for the gateway between 
the old and new network systems, as described below. 

C. VME Front End 

In the old system one subcontrol station comprises a 
minicomputer and a CAMAC crate. Since we have only a few 
kinds of CAMAC modules and the VME bus standard (IEEE 
1014) is widely accepted, we will replace the subcontrol 
stations with VME-bus-based systems. 

The OS9 operating systems and MC 68030 processors 
drive the VME systems. We have already finished examining 
the TCP/IP communication capability. We made the same 
network software to run on Unix and VME-based systems. 
The results satisfied our purpose. 
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In order to communicate with local device controllers we 
continue to utilize fiber optic in-house local networks (Loop-
2,3) for some time, since there exists about 300 
microcomputer-based device controllers (5). The VME 
modules for the Loop-2,3 network system and its associated 
software are under development. Newly designed device 
controllers may use VME systems and communicate directly 
to the main network. 

III. ARCHITECTURE 

A. General Network Service 

We are using some general network services, which 
includes: (a) time synchronization, (b) file sharing, (c) printer 
sharing, (d) computer and network status monitoring, (e) 
relational database access, (f) logging message distribution, 
and (g) name services. These mechanisms are achieved 
without any effort by using standard network protocols. 

Currently, ntp (network time protocol) is employed on the 
Unix operating systems and VMS systems for time 
synchronization (6). Modifications to the source codes were 
needed on the System-V-based Unix systems. With ntp, the 
time difference between computers is regulated using a 
statistical method; under nonnal operation it remains at about 
several milliseconds. This is very important under a 
distributed environment, where common resources are shared 
between many processes on the network, in order to keep 
consistent infonnation. 

The NFS service provides a homogeneous disk file system 
access over the network. The components of operating 
systems are shared as well as the control system databases and 
system development environments. Recently, computer 
equipment has become very reliable. However, hard disks can 
easily fail and data cannot be saved after crashing. It is thus 
important to reduce the number of hard disks as well as to 
save the contents frequently. We intend to run most VME­
based machines and some workstations using NFS without 
local disks. 

B. Message Exchange Controls 

Since the old system runs based on control message 
exchange (2), in the new control system it must be supported 
in order to keep the old software running. The old control 
messages depend on the physical structure of the network 
connection and the characteristics of the associated equipment 
or service. In order to adopt control messages to the new 
control system we have also developed a suite of new control 
messages with more realistic symbolic messages and object­
oriented concepts (4). We have already developed a message­
conversion process between old and new fonnats. 

C. Servers 

In the old system although many processes are loaded onto 
the main console station., the number of processes running on 
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the station is limited. It is thus difficult to expand the control 
system functionality. On the new system we should make the 
control software independent of the number of control 
workstations. 

The response time measurement mentioned above suggests 
that the processes on a main console station can be distributed 
among many workstations, since the response time between 
the processes on the new network system is much faster than 
that on the same old main station. 

In order to distribute the control processes, we should 
develop several processing servers which would function as 
an operating system on the control network. These servers 
should include: (a) a static database server, which would 
provide characteristics of equipment and services, and (b) a 
dynamic database server, which would distribute live 
accelerator status. These services need some caching 
mechanism on each computer. We should also provide: (c) a 
locking server, which could carry out resource management, 
(d) an alarm server, and (e) a communication server, which 
could manage communication to other accelerators or 
facilities. With these server processes the network system 
would act as one computer. 

D. Surveillance and Diagnosis 

We have realized that under normal accelerator operation 
the status and fault surveillance system is important for 
maintaining stable operation [7]. The purpose of the control 
system is to operate the objects based on some physical 
models. These models should be performed in the control 
processes. However, it is always possible that the equipment 
or software may fail. Surveillance processes should detect 
any failure and alarm the operators. The database information 
servers and alarm servers described above would help these 
processes. Preferably, fault recovery should follow fault 
detection with a diagnostic system. 

Currently, most surveillance tasks depends on human 
operators. We thus need some simple method to describe the 
conditions. Otherwise, we must put complicated surveillance 
description into the software. Object-oriented software 
techniques will aid the in development to some extent. We 
also intend to utilize rule-based real-time expert systems. 

E. Remote Procedure Calls 

Although we are now developing control software based 
on message exchanges, we are also considering using the 
mechanism of remote procedure calls (RPC) in order to 
improve the efficiency of the system and application software 
production. We implemented the NCJRPC system of CERN's 
[8] and RPC of Sun Micro System's into DecStations and a 
SparcStation, which gives good results. With some 
improvements for software development environment and 
asynchronous RPC, we will use the RPC in near future. 

IV. SCHEDULE 
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A. Condition 

The operation of the accelerator doesn't allow us long 
shutdown periods of the control system. We must therefore 
replace the system components gradually. 

The original system comprised 6 components as already 
described: (a) two minicomputers as the main console stations, 
(b) six minicomputers as the subcontrol stations, (c) a fiber­
optic proprietary network between minicomputers, (d) 
hundreds of microcomputers for local device controllers, (e) 
about twenty fiber-optic in-house local networks, and (f) an 
operator's console subsystem of personal computers [9}. We 
will replace the first three components during the first stage. 
Then others will be improved. 

B. Gateway Between Old and New Systems 

Since it's risky to completely replace the system 
components all at once, we have built a control message and 
status information gateway between the old and new systems 
[2}. The gateway comprises software on the old and new 
computers which transfer information through parallel 
interconnections. Messages can be transmitted from the new 
network system to the old system, and vice versa, without 
worrying about gateway software. 

Several application programs, such as equipment status 
surveillance which was limited in the old system, work fine 
over the gateway. The message-transfer scheme was also a 
basic concept in the old system; thus many old applications 
can be moved to the new system. 

We are currently developing software for the new system 
using this gateway. Although the response time on the old 
network side is large, the new software should well simulate 
the new system 

We have no control computer networks to the TRISTAN 
control system. However, we need to communicate with each 
other for better operation. These systems will be connected 
through the TCP/IP network during this year. Using TCP/IP 
protocols, message-packet routing, as well as its limitation, is 
possible without using any additional software. 

C. Main Control Workstations, Subcontrol 
Stations and Main Network 

Since the original main network is a proprietary for old 
minicomputers, we cannot install these three separately. 
However it is not too difficult since the gateway system 
described above is already installed. We will first change the 
route of messages to the Loop-3 networks into new system. 
After that, the route to the Loop-2 networks will be switched. 
The physical connection and message flow will switch as 
shown in figure 1. The replacement is scheduled to take place 
over a period of two years. 

3rd Int. Conf. Accel. Large Exp. Phys. Control Syst. ICALEPCS1991, Tsukuba, Japan JACoW Publishing

ISBN: 978-3-95450-254-7 ISSN: 2226-0358 doi:10.18429/JACoW-ICALEPCS1991-S02SRU09

Status Reports: Upgrade

S02SRU09

91

Co
n
te
n
t
fr
o
m

th
is

w
o
rk

m
ay

b
e
u
se
d
u
n
d
er

th
e
te
rm

s
o
f
th
e
CC

B
Y
4
.0

li
ce
n
ce

(©
19
92
/2
0
24
).
A
n
y
d
is
tr
ib
u
ti
o
n
o
f
th
is

w
o
rk

m
u
st

m
ai
n
ta
in

at
tr
ib
u
ti
o
n
to

th
e
au

th
o
r(
s)
,t
it
le

o
f
th
e
w
o
rk
,p

u
b
li
sh

er
,a

n
d
D
O
I



Workstation Group 

New Network 

Gateway 

Main Console Station 

Old Main Network 

[OLD] Loop-2,3 Network [NEW] 

Device Controller 

Figure 1. Transition of the system connection and the 
control message flow from the old system to the new system. 

Later, the network traffic will increase since we share it 
also for software development. We will thus separate the 
network into two parts: a network for subcontrol stations and a 
network for main control stations. It is also possible to 
replace the latter with an FDDI network, which is more 
efficient, employing token ring network access mechanism. 
111e total system is shown in figure 2. 

Operation and Display 

Communication 

Alarm Server 

D/namic 
Database Server 

Static 
Dal abase Server 

Network 

File Server 

Time Server 

Locking Server 

Relational 
Database Server 

Control and Communication 

Message Protocol 
Converter 

Network 

RPC Server 

Device Controller 

Figure 2. Logical structure of the new 1inac control system. 

D. Further Improvements 

Although we continue to use the old microprocessor-based 
local device controllers, for the new kinds of equipment we 
will utilize VME-based local controllers. During the next year 
we will obtain several pieces of new accelerator equipment, 
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that may be the first case to have new local controllers which 
are connected directly to the main network. 

For the operator's console, a personal-computer-based 
system which enables frequent modifications, is utilized. 
However, the connection to its gateway personal computer is a 
serial link, and the new functionality on the new control 
system cannot be utilized from that system. We are thus 
presently developing some console functions on X-Window. 
The application development environment has improved much 
using various window toolkits and widgets. We will utilize 
Motif widgets for application programs. Some simple 
applications has been developed and an X display will be 
installed into the operator's console room during the next year. 

V. CONCLUSION 

An upgrade scheme of the linac control system was 
investigated and we have obtained good results so far. Using 
international and de facto standards, the upgrade has become 
much simple and we need not rely on any single company. 
This is important in small accelerator control systems, as in 
our case. 
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