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Abstract Synergia[2, 3] is a parallel framework for building and

. . _ . running simulations of particle dynamics within accelera-
The Fermnab Project X pIap for future high mtensny OP-ors. The CHEF[4, 5] library is used in the Synergia frame-
eration relies on the Main Injector as the engine for deliv-

) . . work for modeling the trajectories of particles through op-
ering protons in t_he 60_.11%\/ energy range. Project tical elements that can be described by Hamiltonian dy-
X plans call for increasing the number of protons pe

hamics IMPACTI[8] is a space-charge simulation code for
- 1 :
L\/Ia?l)nolnjelcottlalr busnch frorE the cufrrrer:t va;lutﬁ D’D X 1to which significant effort has gone into parallelization t#ra
0 5. f>2<3G V.h pat;:]e c targte_ (Iet ects a | ed!njectmn en§]ies, scalability, and design optimization for efficient-ca
teig%?;OWe reepoft“:)en oﬁggr?gn;ﬁnljjtzfgifgrtésvﬁﬂ ggﬁ;";‘fzulations. MaryLie/IMPACT (ML/I) is a parallel code that
gia, MARYLIE/Impact, and IMPACT, which provide com- combines the high-order optics capabilities of MaryLig[10

. . . X , with a subset of the space-charge capabilities of IMPACT.
prehensive cap§b|l_|t|es forp_arall_el, mu_Itl-phy_S|cs ot Synergia, ML/, and IMPACT all use the parallel PIC ap-
of beam dynamics in the Main Injector including 3D Spacebroach to modeling space-charge effects. Taken together
charge effects. Synergia, ML/I, and IMPACT provide comprehensive ca-
pabilities for parallel, multi-physics modeling of beam-dy

INTRODUCTION namics in the Main Injector.

Project X is a high intensity proton facility[1] being de-
veloped to support a world-leading program in neutrino and Table 1: Parameters of the Main Injector
flavor physics over the next two decades at Fermilab. The
facility will have the capability to deliver protons at vamg

Current  Projected

energies for the use of the different physics programs. ThelLength [m] 3319.42
Main Injector is the highest energy portion of the Project Harmonic number 588
X facility, accelerating protons to energies of 60—120/. Horizontal tune 26.425
In the short term, these protons will be used for the high in- Vertical tune 25.415
tensity neutrino program. Longer term uses could include Synchrotron tune 9.58 x 1073
a neutrino factory and a muon collider. Slip factor —8.844 x 1073
In order to supply sufficient protons to the envisioned Transverse emittange mmmrad 18 25
physics programs, the charge in each Main Injector bunchlLongitudinal emittancéeV se¢ 0.35 0.5

will be increased from its current value b0 x 10! pro-
tons t03.0 x 10! protons. Space charge effects could be-
come problematic at these higher intensities and may neg- MAIN INJECTOR LATTICE
atively interact with magnet fringe fields and aperture re-
strictions to cause unacceptably large losses. We have em-The major parameters of the Main Injector are described
barked on a program to simulate the transport of high irin Table 1 The dominant part of the Main Injector lattice is
tensity bunches in a realistic Main Injector lattice, e¥ent made up of 104 pairs of focusing-defocusing quadrupoles.
ally including as many of these effects as is computationfo first order, there is no coupling between the horizontal
ally feasible in order to understand if losses will become @and vertical planes. The lattice description for the Main In
problem and if so, evaluate possible mitigation strategiesjector is contained in a single MADS8[9] file. Synergia and
ML/I have independentally developed parsers and beam-
SIMULATION CODES line element models_,, but bot_h ;imu_lation programs were
able to read the lattice description file and calculate frac-
For these simulations we use the codes Synergitignal tunes thatwere in agreementto five significant digits
MaryLie/IMPACT (ML/I), and IMPACT. The codes share 0.42528(),) and 0.415280,). These values agree well
some common methods and components, such as the sphtth the parameters used by the machine operations staff.
operator approach for combining space-charge effects ahdttice functions calculated with both programs agree to
other physical phenomenal6, 7, 8], and a nonlinear rf cavityithin 1 partin10—.
model[11], but have independentally developed implemen- There are 18 radio-frequency cavities energized with
tations. Obtaining equivalent results from calculatiohs oa peak voltage ofl MV. The harmonic humber is 588.
the same process with multiple codes gives us confidenGbe CHEF libraries calculate the slip factor to be
in the results. —8.847 x 1072 in agreement with the machine design
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value —8.844 x 1073. A simulated off-momentum par- the trade-off between computational time and the fidelity of
ticle executes 48 synchrotron oscillations in 4963 turnghe result. In PIC calculations, macroparticles représgnt
for an approximate synchrotron tune of .00967. The agnany charges are deposited on a numerical grid. Calcu-
tual machine synchrotron tune is 0.00958, giving us conflations with larger numbers of macroparticles can resolve
dence that the simulation correctly describes the machirfi@er details of particle distributions. Calculations gsen
longitudinal dynamics. The Main Injector RF frequency atarger number of grid cells resolve finer details of the elec-
injection is 52.8 MHz giving a half period of.5ns. The tric field. Increasing either of these parameters costs ad-
bunch length extends to the edge of the RF bucket. Creatid@ional computational time. Figure 2 shows a survey of
a matched bunch in longitudinal space that will propagatemittance over a 100 turn run for different grid sizes and
without emittance change requires a higher order matchumbers of macroparticles. The emittance from the run
ing procedure. The ML/I program can generate third ordarsing 0.5 million macroparticles closely follows the curve
matched bunches using MaryLie’s normal form capabilifrom the run using 2 million macroparticles. Also the curve
ties. If A is the map that normalizes the 1-turn transfefrom the run using a grid df2 x 32 x 128 is as good as the
map,AMA~! = N, then a matched beam can be genemgrid of 64 x 64 x 128. Using the smaller grid, as well as
ated by applying A to the arguments of a 6D distributiord.5 million macroparticles, results in a factor of 20 spgedu
that is a function of the quantitieg? + p2), (y* + p%), of the calculation relative to one using the larger grid and
(t? + p?). Let g;ori be a function of these three quantitiesmore macroparticles.

Then a matched beam is given by

fmatched(g) - gtom'(AC)7 (1)

where¢ = (x,ps, y, Dy, t,p). Figure 1 shows the evolu-
tion of the longitudinal and transverse rms emittances fc
the zero current case when a third order normal form i | ;0.5
used. The distribution is seen to be well matched. The fa
that there is more growth in the longitudinal plane than th
transverse planes is to be expected given the large fracti
of the rf bucket occupied by the beam. As mentioned, the:
results are for the zero current case. Though such a dist
bution will be less well matched in the finite current case
the zero current match provides a good starting point f¢ = 1%
simulation studies.
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Figure 2: The emittance calculated over a 100 turn run-or
different numbers of macroparticles and grid size: a) 0.5
million, 64 x 64 x 128; b) 2 million, 64 x 64 x 128; c)
0.125 million,32 x 32 x 128; d) 0.5 million32 x 32 x 128.

ce growth

rms emittan

0998 [

0996

0994

Space charge is simulated via the split-operator tech-
- = " " - nique in which each step through a section of the accel-
' erator is modeled by a half-step, a kick representing the
contribution of space-charge for the entire step, and a final
Figure 1: The RMS emittance growth as a function of turfalf-step. Since the calculation of the space-charge kick i
number for a zero current, ML/I-generated bunch matchedirelatively expensive computation, we try to minimize ife
using a third order normal form. The horizontal, verticalnumber of them we do per turn consistent with achieving
and longitudinal emittances are shown in green, blue, arfdfficient accuracy of the final calculation. Figure 3 shaws
red, respectively. relative emittance growth after 100 turns for runs using dif
ferent number of space-charge kicks/turn of the ring. ctAs
the number of kicks increases, the emittance growth ap-
proaches a limiting value. We would naively expect to only
COMPUTATIONAL 1SSUES need 4 kicks/FODO cell or 416 kicks/turn , but it appears
A number of computational issues arise in doing PlIGhat 7 kicks/FODO cell (728 kicks/turn) is necessary foran
based space charge calculations. The common themeaiscurate simulation.
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For future work, we will include effects of known or-
der multipole fields in the main injector magnets as well as
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