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Abstract 

Due to a high demand in more realistic grap
for computer games and professional
commercial, off-the-shelf graphics pro
(GPU) increased their functionality over 
special application programming interface
programming these devices for gen
computing. This paper will discuss the adv
hardware platform for time domain simula
Finite-Integration-Technique (FIT). Ex
demonstrate typical accelerations over
central processing units (CPU). 

Next to this hardware based accelerations 
also software based accelerations are 
distributed computing scheme can be use
multiple independent simulation runs. 
intense simulations the established Me
Interface (MPI) protocol enables distrib
simulation to a compute cluster with distri
access. Finally, the FIT framework also 
algorithmic improvements for the treatm
shapes using the perfect boundary approxi
which speeds up simulations. 

INTRODUCTION 
Simulation performance is a frequently 

since users of simulation software want to
time-to-market in order to gain a competit
As a prerequisite for the following studies, 
needs to be defined first and includes t
process from the idea to the realization.  

 
1. Pre-processing  

• CAD Modeling / Workflo
• Parameter definition 

2. Solver 
• Advanced numerical algo
• High performance compu

3. Post-processing 
• Derive secondary quantit
• Optimize parameter 

 
It is important to note that on the solver si
speed, but also the accuracy of this algorith
taken into account.  

Performance = speed * accura
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Most of the performance studies 
discussed within the FIT framework 
like to emphasize that the right solver 
the simulation significantly and sh
preferred, before hard- and software
techniques are chosen.  
 
The paper is subdivided into two p
software based acceleration tech
illustrated how these techniques play t
 

Figure 1: Overview of acceleration techniqu

 

HARDWARE ACCELE
TECHNIQUES

Multi-CPU/multi-core is a classical ha
technique. In the recent years GPU com
a competing technique. In terms of pe
to distinguish between algorithms wi
operations per memory access and alg
count. 

Figure 2: Simulation speed-up of the latest In
vs. the previous generation 
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Figure 2 demonstrates the performance of a time domain 
FIT simulation using the latest hardware. This algorithm 
falls into the “memory-bandwidth” limited category and 
therefore benefits directly from recent CPU developments 
[3]. GPU computing even further accelerates this example 
[4]. Figure 3 highlights the speed-up when one, two or 
four GPUs are used over a reference system with the 
latest generation of CPUs.  

 

 

Figure 3: Speed-up of GPU computing. Reference is the new CPU 
generation [3]. 

Again, the speed-up is possible due to the higher memory 
bandwidth on the GPU hardware platform, which allows a 
greater throughput of the memory bandwidth limited 
algorithm.  
Frequency domain techniques on the other hand require a 
matrix inversion within the solution process. This tends to 
require much more floating point operations per memory 
access. Therefore they benefit from multiple cores/CPUs 
even on systems with lower memory bandwidth.  
 

 

Figure 4: Typical speed-up of a direct methods-of-moments (MoM) 
solver vs. number of threads used on 8 core machine 

Figure 4 shows the speed-up of multi core usage for a 
direct methods-of-moments (MoM) solver. It can be 
observed that an excellent speed-up of more than 6 on a 8 
core machine can be achieved.  

 
 

SOFTWARE ACCELERATION 
TECHNIQUES 

The message passing interface protocol (MPI) [5] is a 
standard library used for parallel processing across 
multiple compute nodes via a standard interconnect 
protocol, e.g. Internet Protocol (IP). It is used in [2] to 
implement a Domain Decomposition scheme. Unlike the 
distributed computing scheme, see figure 1, MPI 
introduces some overhead in the simulation. In its time 
domain implementation the nodes need to exchange 
information about field components across the domain 
boundaries in each time step. Therefore the cluster 
computing becomes most efficient if the overhead - the 
time to synchronize the nodes - is small compared to the 
time to update the fields in the volume of one domain.  

 

 
Figure 5: Efficiency of MPI based cluster computing for different 
discretizations vs. number of used cluster nodes 

Figure 5 visualizes the efficiency of cluster computing, 
when multiple compute nodes are used. In addition it 
includes multiple discretizations in terms of mesh cell 
count for the same example. In theory the efficiency 
drops as the overhead gets larger with multiple nodes, 
highlighted in blue. If the model is large enough, one can 
get close to this limit, making it an effective scheme for 
simulations with distributed memory.  

 

For independent simulations, multiple computers in the 
network can be used to simulate different  

• Port excitations (time-domain solver) 
• Frequency samples (frequency domain solver) 
• Parameter combinations during parameter sweep 

or optimization 
in parallel. Figure 6 illustrates the process of submitting a 
simulation from the frontend machine to the main 
controller. Since all the setup is done on the frontend it 
detects N independent simulations and asks the main 
controller for N individual jobs. The main controller 
checks the status of the connected solvers and distributes 
the simulations. After the solver is finished it reports back 
to the main controller. The frontend at the end 
automatically merges the results of the individual 
simulations, in order to make this process seamless for the 
user. The overall simulation performance therefore is an 
almost perfect linear speed-up with the number of 
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computing nodes for independent simulat
that there is no user interaction require
scheme very efficient and scalable.  
 

Figure 6: Computers involved and nomenclature o
computing 

For the software/algorithmic acceleration
extension to FIT, the perfect boundary 
(PBA) technique [6]. This conformal 
method circumvents the geometry approxi
classical finite-difference (FD) type of 
allows using a much coarser mesh in order
same accuracy level and therefore sp
simulation, while the advantages of a struc
algorithm are maintained*. In addition th
during mesh refinement behaves more 
important feature for any a posteriori error 

 

SUMMARY 
This paper introduced several hardware
acceleration techniques, in particular for e
field computations. Figure 1 summarizes 
illustrates how they interact with each othe
performance, e.g. cluster of GPU accelerate
 
As mentioned in the definition of perform
process from the idea to the final simulatio
to be taken into account, including simula
post processing. Another important f
performance is the right solver choice, e.g
or frequency domain and mesh choice, e.g
tetrahedral.  
 
Finally, the discretization method needs to 
(e.g. Perfect Boundary Approximation) 
acceleration technique will only make a slo
slow, but never fast.  

                                                           
* In [2] the user is not limited to structured hexahedral
also use an unstructured mesh in time domain FIT sim
multilevel subgridding scheme also includes the PBA 
the user full meshing flexibility and highest accuracy. 
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