The Construction Status of the
SuperKEKB Control System
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SuperKEKB project

Upgrade of the KEKB B-factory experiment in Japan

—_—

g SuperKEKB accelerator

More than1ab' data / 11 years
The world highest luminosity

- Will be upgraded to SuperKEKB
X40 higher luminosity
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I. Construction toward the
Phase 1 Operation



SuperKEKB Control System

EPICS is used as the main software to control the accelerator

2 layer model
* OPI (Operation Interface) --- operation programs on central servers
* 10C (/0 Controller) --- equipment controls on frontend computers
e Scripting Languages are used for the operation programs

k SAD Script/Tk Python/Tk Tcl/Tk /
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Consoles

Central Servers

OCOOCd
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Accelerator Control Network

Frontend Computers
IOC (I/0O Controller)

Field Buses

Accelerator
Components  ~10,000 components
# signals to control - ~200,000




10C (1/0 Controller)

* Most of the IOC in KEKB were VME-based with VxWorks.
* |n SuperKEKB, PLC-based I0C with Linux are widely used.

— Beam Monitors: Upgraded VME/VxWorks 10C
— Magnet Power Supply: Upgraded VME/VxWorks 10C
— Vacuum System: PLC/Linux I0OC

— RF (New LLRF System):  uTCA/Linux 10C + PLC/Linux 10C

— RF (Old LLRF system): VME/VxWorks 10C with CAMAC

— BT (Septum, Kicker): PLC/Linux 10C

— BT (Other devices): VME/VxWorks 10C (to be upgraded)
— Abort Trigger System: New VME/VxWorks 10C



10C (1/0 Controller) for SuperKEKB

 VME/VxWorks I0C

 PLC/Linux 10C

- Yokogawa FAM3 series
- Linux running on the
CPU module(F3RP61)
- Install EPICS into
the CPU module

Control the vacuum system, | CPU Module /O Modules
LLRF, beam collimators, etc. FIRPET

* PC/Linux I0C (Soft 10C) J. Odagiri et al



Magnet Control

Many kinds of fieldbus in SuperKEKB
Ethernet, GP-IB, serial, VXI/MXI (for BPM), ARCNET (for magnet power supply) ...

For the Magnet Control, we have developed the PSICM
(Power Supply Interface Controller Module)

SuperKEKB

We upgrade PSICM
for SuperKEKB

We start with the combination of Old & New
PSICM because of the limited budget.
426 New PSICM (out of 2162 Magnet PS in

LER and HER) have been installed for the Faster datatransfer rate
Phase 1 Operation. - Support 24, 20, 18-bit DAC
New PSICM is fully backward compatible. - Redundanttiming signal input

T. T. Nakamura et al., WEPGF085



New Alarm system for SuperKEKB

In KEKB, we used SAD-based alarm system.
In SuperKEKB, we construct the CSS-based alarm system.

Qc

(monitor the severity)
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M.lwasaki, et.al.



New Alarm system for SuperKEKB

* In KEKB, we used SAD-based alarm system.
* In SuperKEKB, we construct the CSS-based alarm system.

To apply the CSS-based alarm system to SuperKEKB

1) We must make sure that It stably operates under
the several 10 thousands alarm points. (~25,000 in KEKB)
- We did load tests, and confirm it works well.

2) We must develop the software tools to meet
our accelerator operation system.
— Currently on going

M.lwasaki, et.al.
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Event Timing System

Main Timing Station

EVG [«——"MR revolution

| prooe | Event Timing System is not just for delivering triggers
| l% % l but for frequent switching of operation parameters.

We configured three EVG at Main Timing Station
e 1O Satisfy complicated requirements
E— to the SuperKEKB operation.

We have already succeeded the injections to
two light source rings with new system and
are waiting for the operation of SuperKEKB.

H. Kaji et al., WEC3004
“New Event Timing System for Damping Ring at SuperKEKB.”



Abort Trigger System

We have developed the faster response Abort Trigger System for SuperKEKB
E/O conversion, optical cable to transfer the signal, remove low-pass filters
-> Response time improved from 100us to 20us

Loss monitors etc. 20 Local SuperKEKB
(over 130 points) Control rooms Control room
e (5| VME VME | | Abort
—— cC Abort 1 Abort Kicker
)/ module module
Abort input
VME [—
Transfer
Abort
module Cables
(<3km)

The new system has been partially installed and

has worked with the previous system .
S. Sasaki et.al., MOPGF141




Renovation of the computing/control room

In 2013, we removed old server racks,
old panel board cabinets, power and
signal cables.

Y /
»

-

In 2014, we /\ .
removed old desks SRR s -

New Control Room



II. Collaborative R&D toward
the Phase 2 and beyond

 The interlock signal between SuperKEKB and
Belle Il is important for the high luminosity
operation.

— VME-FPGA board has been developed
collaborating with Spring-8

 R&D of the Data Archiving System

— Collaborating with Linac Control Group, J-PARC
Control Group and EPICS Collaboration



New Signal Transfer Scheme with FPGA

- In KEKB, we transfer the E/O converted signals via optical cables for
the detector and accelerator communication (injection control, ...).

- For SuperKEKB we have developed the new signal transfer scheme
using the VME-FPGA board which is developed for Spring-8.

Based on the sampling, parallel to serial, and serial to parallel

conversion using the FPGA boards.
Revolution = 100KHz = Sampling rate higher than 1MHz is required

m (8) L

v lll v_ @ S I
: : B 10,13,2 B)

v (2) g
N (1) 1

T.Abe (Spring-8), S.Sasaki, M.lwasaki, A.Akiyama, M.lkeno, M.Shoji %épenft Y

Open sou



New Signal Transfer Scheme with FPGA

- In KEKB, we transfer the E/O converted signals via optical cables for
the detector and accelerator communication (injection control, ...).

- For SuperKEKB we have developed the new signal transfer scheme
using the VME-FPGA board which is developed for Spring-8.

KEKB SuperKEKB

4m0|ot cable
—
—
—

SM
Opt. cable
FPG

board

SFP

Bl —
m7 FPGA
Bl —
Bl —

# of optical cables = # of signal # of optical cables = 2

We also apply the VME-FPGA board to the signal transfer of soft abort
request, beam gate control, QCS quench detection, ... for SuperKEKB

18

T.Abe (Spring-8), S.Sasaki, M.lwasaki, A.Akiyama, M.lkeno, M.Shoji %épenft



Data Archiving System

- KEKBLog as a primary data archiving system (file based logging system)
- CSS(Control System Studio)-based Archiver + PostgreSQL

file Edit €S5S Window Help

TR Rk as the 2" option data archiving system

¥ [ ADL-2-BOY & OPI Editor [:z] OPI Runtime {oZ Data Browser

47 Archive Search % | %5 Navigator = B ||} test_ondo.plt ¢ UsEil.plt ¢ UsE2.plt o LEf@tE 1 .plt 52 =t
URL: [jdbc:postaresql/abcob14.kek.ip:54 +| nfo EdRa R EAR R R R R R P S I R
Mame Description Key = : HD; 233 1004
rdb PostgresqL 1 E 100% o ]
1 @] )
r 403 ] 27 804
pattern: QS* - ] 80 ] Lo
) Add... @ Replace search results  [C] Reg.Exp. i . _ ) EO
PV Name Name ] 16
QS_CRYO:LCHLDCS rdb T o1 80 ]_ 143 80 1
Q5_CRYO:LCLLDCS rdbs il 4= 18 1B
QS_CRYO:LCM206 rdb [l 2 FELIE i‘E’ LT ED 4
QS_CRYO:LCM208 rdb 1 & i _E
QS_CRYO:LCMCP rdb 203 i 40 g ——]
Q5_CRYO:LCMEM1 rdbs 3 31 o8]
QS_CRYO:LCMEM2 rdb R ] 30 3
QS_CRYO:LCMEM3 rdb 1] 20 3 069 o |
Q5_CRYO:LCRPSEM rdbs E 1 523 203
QS_CRYO:LCV100L rdb 83 10 _W /W
QS5_CRYO:LCVIL rdb E 1 02 4,03
QS_CRYD:LCVB01L rdb M o ] ]
Q5_CRYO:LCV602L rdb o4 -1 E -01- o T T T T T T T T T T T T T 1
Q5_CRYD:LCV03L rdbs 2013-10-24 10-26 10-27 10-28 10-29 10-30 10-31 11-01 11-02 11-03 11-04 11-05 11-06 2013-11-00
QS_CRYO:LDI100 rdbs 14:28:58 e
QS_CRYO:LFI2 rdb e
Q5. CRYOALFICT b | — LACLAHKEOEE |— | EertET |—Lemr>o-5]| — L zaren|
5 CRYO:LFICA3L reb =] Properties 3 | - Inspect Samples| ] Export Samples gt =0
L]
We accumulate the vacuum system (from 2015) & the QCS cryogenic
L] L]
system (from 2014) data with the new CSS archiver + PostgreSQL
N L]
—> Store ~10,000 points every 1-10 seconds.




Data Archiving System

Data Browser based on CSS

File Edit

i E

Search CSS Window Help

A 8% R IE T

Bl v ivs P

[ (=] OPI Editor |{ Data Browser | =] OPI Runtime

4" Archive Search 5 | & Mavigator =4

URL: |jdbe:postgresql://abcobld.ke v | | Info
Name Descripti... Key
< >
r
Pattern: CO* Search
(0 Add... @) Replace search res [ | Reg.Exp.
PV Name Name
COAGL:AR:MODE rdb
COAGL:AR:STATUS rdb
CO_KIKAL:APF112 rdb
CO_KIKAL:APF234 rdb

¢ * <ot saved to file> 52 ]
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E properties ]ﬁg‘] Export Samples‘ =3 Progress|

Data Browser based on ROOT
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CO_KIKALAPF112

Entries 155652

Mean 18.66
RMS 8.427
40

CO_KIKAI:APF234
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co.

2015-01-27 15322718

Archiver | KEKBLog | Filter | canonitor |

Entries 171590

Mean
RMS

75.83
16.09

URL
( [pastaresql://abrabld kek. Jp:H32/archive

]|

SOL  |SELECT chanrel_id, name FROM che Search

Filter

B2_CRYO:CH206_PY
B2_CRYD;CH207_PY
COAGL :AR:HODE
COAGL:AR:STATUS
CO_KIKAItAPF112

ET_kekbGlljcalcExamplel?
ET_kekbGlscalcExanpled

Add

0»

Tine Range

Start |2014-0B-01 00700700
End 2015-01-01 00:00:00 s

User’s PC with CSS or data browser based on ROOT can remotely access
to the PostgreSQL server for real-time / historical / trend monitoring

M.lwasaki, et.al.




Summary

Upgrade of the accelerator control system
for SuperKEKB is now in progress

Currently preparing for the 1°t SuperKEKB operation in 2016 Feb.

Please also see the details of the accelerator control system upgrade
in the following presentations

S. Sasaki et al., MOPGF141,
“Upgrade of Abort Trigger System for SuperKEKB”

T. T. Nakamura et al., WEPGFO085,
“The Construction of the SuperKEKB Magnet Control System”

H. Kaji et al., WEC3004,
“New Event Timing System for Damping Ring at SuperKEKB”




Back Up



Layout after the renovation

Everyone can directly watch the main accelerator status display.
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