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1. Control and DAQ System at European XFEL - 1“’"”"5 . o - 2. Scope and Objectives
m Fast 4.5 MHz pulse rate, 10 Hz train rate instruments —BAT nEm m Select, install, and tune hardware, and develop software
e 2D cameras: 16x10GE links, 1Mpx, <512 images/train=10GB/s / / for control, data acquisition, processing and management.

e TOF, VMI, APD, etc.: Digitizer (2-7GS/s), Fast-ADC (125Mhz) Sy, ‘:1‘66‘1’9\" e Data and system monitoring.
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m Slow 10Hz instruments "1/ Feprocess o Data rejection, pre-processing, formatting, storage and archiving.
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 Commercial cameras, positioning motors, vacuum systems, etc. ~ XFEL bunch structure e Scientific computing framework.

3. Software Architecture

4. Hardware Configuration
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> Generate detector-like data trains. ;UDP Y : pClayer  |-omer ¢ PC Layer AR/ @ N\/IDIA M2075
> Synchronize data sending. | X P |
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m Device & Device-Server model o PowerEdge R610 25x6C, Intel X5675, 3GHz, 96GB, Intel X520 DA2 dual 10GbE NIC

PC layer + MD server 8+2
PowerEdge C6145 Computing cluster 2  4Sx16C, AMD 6282SE, 2.6GHz, 192GB, Intel X520 DA2 dual 10GbE NIC
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processing, rejection, formatting.

o Karabo software framework to build distributed control and DAQ system.

] o _ o o _ o IBM x3650M4 9TB servers 5 25x8C, Intel E5-2670 SandyBridge, 2.6GHz, 128GB, Mellanox ConnectX-3 VPI,
o Design for performance, scalability, reliability, flexibility and configurability. (fast SAS) PCle Gen3, QSFP (SFP+ adapter) Dual NIC, 14x900GB 10Krpm 6Gbps SAS, RAID6
IBM x3650M4 Servers for 5 25x8C, Intel E5-2670 SandyBridge, 2.6GHz, 128GB, Mellanox ConnectX-3 VPI,
extension chassis PCle Gen3, QSFP (SFP+ adapter) Dual NIC
5 DAQ Prototype IBM EXP2512 28TB extension 5 12x3TB 7.2Krpm 6Gbps NL SAS, RAID6, connected through 2 mini-SAS
_____ chassis connectors
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6. Preliminary Results

m Tuning for performance
o Kernel (SL6): kernel buffers, IRQ affinity, NAPI driver, etc.
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Receive I (2N PL Layer o Application: CPU binding , socket buffers, etc.
Process | I m Successful test with train-builder(TB) board
Rt T T2 | SV « Test the physical layer of TB, decode packets.
Send T1 || T2 e Successfully received full data train for few seconds.
Acquisition, processing & Formatting m Measurements Network test Setup
Read | T1 Slorags e Network: TB Emulator > PC layer
: I 8 PCL PCL PCL PCL
Write -- > Typical run for more than one hour (3.5 X 10° packets) Pc = Pc = PC. = PCL
_— . L > Long run for more than 17 hours (5 %X 109 packets) e e A
Data acquisition and processing Pipeline _
> No packets loss were observed except sometimes
at the beginning of some runs (ramp-up). ------ i ?E
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Acquisition Data source (Train-builder Emulator) > Network bandwidth: ~ 9.94 Gbps (99.4% of wire speed
m Each train is handled by one PC m Feeders generate detector data in train format. > Train switching: each time a feeder sends Storage
m Read UDP stream = reconstruct train data || m Master synchronizes data sending to PC layer. new train data to different PC layer node 20 202 203 204
m Check for transfer errors, missing data,etc. | ——————————————————————————————————— : - No packet loss, no ramp-up at each train. NL-SAS 28TB  SAS 9TR
Processing Online analysis & scientific computing « Storage: PC Layer (Dell) - Storage boxes (IBM) Storage test setup
m Data monitoring, rejection, reduction, etc. m Advanced algorithms for data processing, > Sustained disk write speed/10GE channel: 0.97 ~1.1 GB/s.
m Fast data analysis: hit & peak finding, etc. i gr;alxisslﬁ(,::tr;c(lj \(/jl:ttjaalrlgzﬂc;z(.m e > TCP data streaming: ~9.8 Gbps
Formatting M ophisticated dard redtiction al gorthms.
J CEMERUEND CElElie in-memory AIF ifltze . NL-SAIS' 28TBI 2792 filles (1OGIl3) 12 holurs : SAS 9TB 918 flles (1OGB) 4lhourls
a Stream data files to online storage system | Storage T | | ' N oo |
via TCP channels m Fast data writing to disks, merging small files. ]
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m Primary process B! R B e
« Performs critical tasks such as data Sy ek [Festgeis i iti
20 _ _ | o= P Disk writing performance
receiving, formatting, and job scheduling. %
« Requires super-user privilege. Lg Receivers \Secondary SEms
| Monitoring
O Secondary processes g 1 ‘ I\ﬁhal’ed 1’1 7. Summary and OUtIOOk
+ Load and run users’ algorithms (plugins). s oY ) || Reiecion | || Fyll-fledged DAQ software system
» Implement fhe concept of PL Layer pipeline [SChedmeD Synchronization < An:IyS|s « Use real data and implement real monitoring and processing algorithms.
= Scheduler ¥ 1 N%’Eﬁ « Software deployment, run configuration and control: start/stop runs, etc.
o Monitors tasks and data status Aggregator
« Coordinates threads activities & formatter Cﬁfgk m Soak and stress tests
= Data exchange via shared memory IPC - HF)F5 files e Performance (10O, network, etc.) and behavior (bugs, memory leaks, etc.)
« Holds train envelopes (identified by train Id). Network writer o Reliability and stability of the system under big workload over long time period.
» An envelope stores original raw data, calculated Multicas.'t m Data management: data & file structure, access control, metadata, etc.
results, rejection decisions, etc. associated with Online Data Cache _
one received train. It keeps also track of all & Scientific Computing O Storage system: Local storage Manager vs. cluster file system.

processing activities on the train until it is saved.

m Scientific computing framework.
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