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Abstract
The paper presents the architecture of the control system

for the Facility for Antiproton and Ion Research (FAIR)
currently under development. The FAIR control system
comprises the full electronics, hardware, and software to
control, commission, and operate the FAIR accelerator
complex for multiplexed beams. It takes advantage of
collaborations with CERN in using proven framework so-
lutions like FESA, LSA, White Rabbit, etc. The equip-
ment layer consists of equipment interfaces, embedded sys-
tem controllers, and software representations of the equip-
ment (FESA). A dedicated real time network based on
White Rabbit is used to synchronize and trigger actions
on equipment level. The middle layer provides service
functionality both to the equipment layer and the applica-
tion layer through the IP control system network. LSA is
used for settings management. The application layer com-
bines the applications for operators as GUI applications or
command line tools typically written in Java. For valida-
tion of concepts already in 2014 FAIR’s proton injector at
CEA/France and CRYRING at GSI will be commissioned
with reduced functionality of the proposed FAIR control
system stack.

SYSTEM OVERVIEW

Figure 1: FAIR parallel beam operation © P. Schütt, GSI,
Darmstadt.

The Facility for Antiproton and Ion Research (FAIR)
supports operation of multiple beams in parallel (Fig. 1),
i.e. several experiments can be served simultaneously.
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Common upstream accelerators are used virtually multi-
plexed by switching between predefined settings. Ap-
prox. 4000 devices are used in the facility, producing heavy
ion and proton beams. Core research areas of the inter-
national accelerator facility are Nuclear Structure, Astro-
physics, Antiproton Physics, High Energy Nuclear Physics,
Atomic and Plasma Physics. The control system must sup-
port the multiplexed operation on all layers (Fig. 2). In
order to trigger synchronized device action and to select
coherent data settings in real time a dedicated Timing Sys-
tem based on a White Rabbit [1] network is used.

Figure 2: FAIR control system overview.

CORE COMPONENTS
Timing System

The timing system spans a Gigabit Ethernet network
which is physically separated from the control system’s IP
network. Beside network infrastructure the timing network
comprises one central timing master (TM) [2] and facility
wide distributed timing receiver nodes (≈2000). The TM is
clock master of absolute time for all timing receivers, clock
and time synchronization are achieved by using White Rab-
bit (WR), which employs Gigabit-Ethernet, IEEE 1588-
2008 (PTP), precise knowledge of the link delay, and Syn-
chronous Ethernet [1, 3]. Today, synchronization in the one
nanosecond range with a jitter in the low picoseconds range
is achieved. Additionally, the TM centrally distributes tim-
ing event messages over the timing network to the timing
receivers. The TM’s interface to the upper layers, including
its schedule of events to send, is modeled as a FESA device
(see below). In particular, the schedule of the timing mas-
ter is pre-supplied by LSA (see below). The timing event
messages dispatched in advance by the TM carry absolute
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execution time and encode an event type and data index.
The event messages are queued and then punctually exe-
cuted on the timing receiver site. The type and data index
is used to trigger the appropriate action and to select the
pre-supplied settings for the equipment. Available actions
of the timing receiver include FESA real time actions (pre-
cision ≈100µs), direct equipment control via FPGA soft
CPU (precision ≈ 1µs), and digital signal generation for
nanosecond precision [3].

Equipment Controller
As a standard equipment controller the SCU (Scalable

Controller Unit) [3, 4] has been developed. Fig. 3 shows the
functional blocks of the SCU, it combines an x86 COM Ex-
press Board and an ™Altera Arria II FPGA. A parallel bus
interface (SCU bus) allows to control up to 12 slave boards
which connect to equipment via standardized or proprietary
interfaces. Beside the SCU bus master the FPGA hosts
a standard FAIR Timing Receiver for synchronization of
equipment settings. The x86-Board hosts a Linux OS with
real time patch to run FESA classes [5].

Figure 3: Functional blocks of the SCU.

Frontend Software (FESA)
FESA (Frontend Software Architecture) [5] is a frame-

work developed at CERN and is now developed further in
collaboration with GSI for the FAIR project. It is a tool-
box to model abstract device objects where equipment’s
process variables (sensors and actuators) are represented
as properties. The specific equipment access is imple-
mented in C++ by the developer and is linked by the tool-
chain to the device model to build a so called FESA class
(Fig. 4). Then, one or more FESA classes are linked to

Figure 4: Functional overview of a FESA class.

the run-time core to build an x86-Linux executable. The
FESA classes provide a uniform interface via the object-
property model and a common middle-ware to the up-
per layers. The device properties are set and read using
synchronous or asynchronous access methods (subscrip-
tion). For time multiplexed operation of the accelerators,
the FESA framework supports defining multiplexed prop-
erties. Before an accelerator schedule is started the setting
properties of FESA classes are pre-supplied by LSA [6] for
all scheduled beams with specific settings accordingly. At
runtime, FESA’s real time software actions are triggered by
timing events, the actual beam specific data is then selected
based on information carried by the timing event message
and send to the equipment. For the FAIR project the nec-
essary interaction with the timing receiver is realized in a
lab-specific timing library of the FESA framework.

LSA
LSA (LHC Software Architecture) [6] is a settings man-

agement framework which originates at CERN and is now
developed further in collaboration with GSI for the FAIR
project. The service written in Java is located in the control
system’s middle-layer and supports offline generation of
machine settings, sending these settings to all involved de-
vices, and programming the schedule of the timing system.
The settings management is based on a physics model for
accelerator optics (twiss, machine layout), parameter space
and overall relations between parameters and between ac-
celerators. A standardized API allows accessing data in
a common way as basis for generic client applications for
all accelerators. Using the LSA-API, trim-applications can
coherently modify machine settings. E.g. the service gen-
erates timing constraints (e.g. ramp curve) as well as the
equipment’s data settings (e.g. field) for all devices derived
from physics parameters (e.g. beam energy). For FAIR the
framework is extended to model the overall schedule of
all accelerators. Beams are described as Beam Production
Chains to allow a description from beam-source to beam-
target for settings organization and data correlation.

Proceedings of ICALEPCS2013, San Francisco, CA, USA MOPPC097

Project Status Reports

ISBN 978-3-95450-139-7

329 C
op

yr
ig

ht
c ○

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



Software Services
Amongst others, the following components of the mid-

dle layer provide common service functionality to the com-
plete stack of control system software.

The Alarm System transports, processes and visualizes
error conditions (malfunctions) of hardware and software.
Those alarm states are propagated from producers to con-
sumers. Producers of alarms are logical devices or middle
layer services. A consumer of an alarm might be a human
operator or software to process the alarm or to trigger reac-
tions to the alarm.

The Archiving System stores acquisition data collected
and generated by the control system. It stores data on a
configurable repetition rate, acquisition triggered e.g. by
timing events or on-change. The service includes function-
ality to retrieve and filter historical data.

The Diagnostic Logging System provides the function-
ality to store human readable text entries generated by the
complete stack of control system software in a coherent
way to support efficient querying. In first order these text
entries are generated for diagnostic and debugging usage.

Operation Software
The operation software is a set of coherent applications

(Fig. 5) representing an integrated working environment to
operators of the FAIR facility. Those applications support
the operators in setting, optimizing, and monitoring the ac-
celerators for parallel beam operation. Applications are

Figure 5: Operation software in the context of the control
system architecture.

structured and organized generically to adapt to beam pro-
duction chains, accelerator areas, and operation modes. For
device layer communication the applications utilize JAPC
[7] and the LSA-API. For integration with the existing GSI
operation software see [8].

Interlock System
The FAIR Interlock System shall protect the accelera-

tor from damage and minimizes radioactive contamination
due to unforeseen continuous beam deposition. In case of

equipment malfunction or beam-loss it is specified to ei-
ther disable further beam production or to switch to a low-
intensity beam on a timescale of approx. 100ms which is
half of the shortest cycle of SIS18 synchrotron. Therefore,
it tightly interacts with the timing master of the timing sys-
tem which executes predefined schedules. Even if the inter-
lock system may trigger a beam dump in an upstream ac-
celerator when a malfunction downwards in the accelerator
chain is detected, it is not specified as a fast beam dump
system on a turn by turn base, which is instead realized by
dedicated faster systems, e.g. the autonomous beam dump
system of the SIS100. The interlock signal pick up and
signal concentrating is realized with industrial control sys-
tem technology (PLC). Processing and interaction with the
timing system, as well as modeling the complete interlock
system as a FESA device, is implemented on a dedicated
controller running Linux.

Beam Instrumentation
Beam instrumentation of FAIR is a work-package of

its own [9] but tightly integrated into the control system
stack. In particular, the synchronization and triggering of
beam instrumentation equipment within the beam schedule
is done via utilizing the control system’s Timing System
[2] and integrating the corresponding Timing Receivers in
the beam instrumentation equipment. Furthermore, frame-
works and technology of the control system is used [10] to
build the software interface (FESA [5]) of beam instrumen-
tation equipment and to access it by client-software (JAPC
[7]).

Industrial Control System (UNICOS)
UNICOS (UNified Industrial Control System) [11] is a

CERN developed framework to automate the generation
and integration of industrial control system components of
the supervision and control layer (e.g. WinCC Open Archi-
tecture and PLC S7). The FAIR project utilizes UNICOS to
build its vacuum control system and the cryogenic control
system as standalone systems independent from the accel-
erator control system.

Other Components
RF phase synchronization for bunch to bucket transfer

(BUTIS) [12] between the synchrotrons SIS18 and SIS100
is integrated into the control system but is a work-package
of its own and not subject of this paper.

FIRST IMPLEMENTATIONS
The commissioning of the FAIR accelerator facility is

planned for 2018. Prior, implementations of the FAIR con-
trol system stack with reduced functionality will be tested
already in 2014. Firstly, for the FAIR proton injector which
is currently set up by CEA/Saclay in France, and secondly,
for the Swedish FAIR in-kind contribution CRYRING, a
legacy standalone low energy experimental storage ring
which has been transferred from the Manne Siegbahn Lab-
oratory (MSL) to GSI/FAIR.
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Proton Injector at CEA/Saclay
As equipment controllers for the power supplies the

FAIR standard solution utilizing the SCU [3] with a pro-
prietary slave board will already be used. All the injector
control equipment is modeled as FESA devices. Since the
proton source is operated in pulsed mode a timing system
network (White Rabbit) consisting of a timing master with
a simple repetitive schedule and a timing receiver which
produces TTL signal is used to trigger the magnetron and
beam instrumentation equipment. A specific source control
application has been developed to operate the injector. For
commissioning no multiplexed operation is needed.

CRYRING at GSI
For the FAIR setup, CRYRING at GSI will have two

operation modes of injection. The existing source injec-
tion line of the Swedish installation, or alternatively an in-
jection from the existing GSI Experimental Storage Ring
(ESR) can be used. For the start version of CRYRING in
2014 the beam will be injected from the ESR and the corre-
sponding injection line and the ring itself will be controlled
by working prototype components of the FAIR control sys-
tem. The Swedish equipment (power supplies, electron-
cooler, ring and linac RF) will be SCU controlled with
proprietary interface cards. The synchronization of equip-
ment will be completely realized by the FAIR Timing Sys-
tem, using a prototype Timing Master and SCU imple-
mented Timing-Receivers. All equipment will be modeled
as FESA devices. For the settings generation and manage-
ment LSA and generic LSA-Applications are used. Further
on, CRYRING will be an ideal test bed for hardware and
software developments as well as for validation of opera-
tion concepts for multiplexed beam operation.
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