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Applications

The above described digital platform is a base for application specific extensions.
If the diagnostic application deploys specific front-end electronics, the developer
has to prepare in firmware RFFE specific control components. The firmware
library of the digital platform already provides basic VHDL components for
typically implemented interfaces such as I2C, UART, SPI, and1-Wire. In next step
the developer implements applications specific ADC data processing. Depending
on the latency requirements this can be done either in VHDL or in software in
PowerPC. The digital platform is base for the following digital applications being
under development: Beam Position Measurement (BPM), Beam Loss Monitors

(BLM), Bunch Compression Monitor (BCM), Bunch Arrival Monitor (BAM).
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The ADC data is stored in dual port
memory for post processing

ADC functions control provides
board specific configuration settings
The software in PowerPC
calculates  standard  waveform
parameters such as min, max,
mean, standard deviation, etc.

Conclusion

The FPGA based digital platform besides common hardware has common
firmware and software platform for all diagnostics applications. Deploying of the
common firmware/software as a base for specific applications significantly
reduces the development effort. The digital platform has been already deployed in
various digital applications for SwissFEL which are under development.
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