
NEW FEATURES AND MEASUREMENTS USING THE UPGRADED
TRANSVERSE MULTIBUNCH FEEDBACK AT DIAMOND

G. Rehm, M.G. Abbott, A.F.D. Morgan, Diamond Light Source, Oxfordshire, UK

Abstract
A Transverse Multi-Bunch Feedback has been used in the

Diamond Storage Ring for the stabilization of instabilities

since 2007. Following a recent upgrade of the FPGA code

and EPICS layer, a set of new features is now available

to support operation and machine development: Firstly, a

bunch by bunch choice of feedback filter allows for better

stabilization of a single high charge bunch in a hybrid fill

pattern. Secondly, complex grow-damp experiments are

now possible using a sequencer of internal states allowing

precise measurements of the damping rates on a mode by

mode basis. Thirdly, a phase locked loop excitation and

detection has been implemented to allow both extremely

fast (kHz update rates) and extremely precise tracking of

the betatron tune frequencies. Finally, short FIR filters

on the ADC input and DAC output enable a fine tuning

of the impulse response to provide maximum bunch to

bunch isolation, as for instance required for efficient bunch

cleaning.

INTRODUCTION
At Diamond we stabilise transverse oscillations of the

bunches with two FPGA based Transverse Multi-Bunch

Feedback (TMBF) processors, one operating horizontally,

one vertically. Each processor is a Libera Bunch-by-Bunch

from Instrumentation Technologies [1], packaged as a 1U

unit containing 4 14-bit ADCs running at 125 MHz, a Virtex-

II Pro FPGA clocked at 125 MHz, a 14-bit DAC running at

500 MHz, and an embedded Single Board Computer (SBC)

ARM microprocessor running Linux to provide the control

system.

The system was delivered as a basic development plat-

form with interfacing software on the Linux board and a

layer of FPGA code for interfacing to the external signals

and the processor board. The initial implementation of the

Transverse Multi-Bunch Feedback (TMBF) processor was

done at Diamond [2] based on work at the ESRF [3]. The

Diamond implementation consists of FPGA code together

with an EPICS driver running on the embedded processor

board.

Diamond has been using transverse multibunch feedback

since 2007 [4]. The firmware and software have continued to

develop and include functionality beyond the pure feedback

action required for suppression of multibunch instabilities,

most importantly a numerically controlled oscillator (NCO),

which can be used to excite bunches and detect their

oscillation in phase with the excitation.

The developments described in this paper provide support

for more detailed measurements, finer control, and more

complex experiments. In particular, the following major

functionality has been added in a recent upgrade of FPGA

and EPICS firmware:

• Input (ADC) and Output (DAC) gain pre-emphasis

using a 3 point FIR to compensate the frequency

response of various system components.

• Program sequencing, allowing a sequence of different

control parameters to be applied to the beam at the

same time as data capture.

• Tune detection and fast following via a phase locked

loop (PLL) excitation of either one or many bunches.

• Concurrent swept tune measurements on up to four

individual bunches.

• Separate feedback parameters for individual bunches.

For example, we can now use one feedback filter for

the hybrid bunch and a different filter for the rest of the

fill.

Details of the implementation have been previously pub-

lished [5, 6]. This paper will present results from some of

the new types of measurements and operational modes that

are enabled by the new features of the TMBF.

FREQUENCY RESPONSE CORRECTION
If a TMBF is employed purely for stabilisation using a

turn-by-turn FIR filter applied to each bunch individually,

this may be understood as a time invariant linear response

system (within the linearity limits of the hardware). As

such, the only effect of the broadband frequency response

from DC to half sampling frequency will be a variation

of damping efficiency as a function of frequency or mode

number.

However, once different filters or even excitations are

applied to individual bunches, the system is no longer time

invariant. In that case, it becomes important to ensure the

frequency response is as flat as possible (impulse response

as sharp as possible). It is also not sufficient to apply a

round trip frequency response correction just in one place

(for instance before the DAC), as this would compensate

for all errors (also from the ADC) by applying a corrected

impulse response to the bunches. Instead, there need to be

separate corrections before the DAC (to compensate for the

effects of the DAC, power amplifier and strip lines), and

after the ADC (to compensate for the effects of the hybrids,

low level RF and ADC). In this way maximum isolation

between bunches both in acting on them and in reading back

their position can be achieved.

We have shown previously how we optimised the impulse

response (equivalent to optimising the frequency response)
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Figure 1: Round trip attenuation of TMBF electronics

(DAC connected to ADC) for different cables and ADC

compensation filter.

using a 3-point FIR in front of the DAC [5]. With this

optimisation in place, we then looped back the DAC output

into the input of the TMBF electronics. As the Libera

TMBF is based on 4 separate 125MS/s ADCs, the signal

has to go through a resistive splitter (to be broadband down

to DC) and 4 short cables. When we measured the round

trip frequency response using the swept excitation and I/Q

detector (essentially a digitally controlled vector network

analyser), we found unexpected structure (bumps in the

frequency response at 30, 110, 190 MHz) and a sharp drop

off at the highest frequencies (see Figure 1). It turned out

the resistive splitter and following cables were not matched

well enough, and the overall length was not optimised. With

new cables, splitters, and the correct length, the frequency

response improved significantly, and in line with what can

be expected as roll-off from the ADC sampling window.

The 3-point FIR after the ADC was then used to flatten the

response further, the final result is flat within -1.2/+.2 dB.

COMBINED TUNE MEASUREMENT AND
BUNCH CLEANING

In operation we use a Numerically Controlled Oscillator

(NCO) with a programmable sweep function together with

a numerical I/Q mixer and accumulator for continuous

measurement of the betatron tune oscillation frequency [7,8]

with minimal disturbance to the beam by exciting only one

bunch.

A new feature now allows to extend this beyond a simple

sweep into a sequence of up to 7 ‘states’, each of which can

be a swept or fixed frequency (or no) excitation, and have the

output of the I/Q mixers recorded or discarded. In practice

this has been used for ‘permanent bunch cleaning’ of the

fill pattern: Dark current from the LINAC gets accelerated

through the booster and causes a low background of charge

injected into a train of bunches before and after the actual
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Figure 2: Fill pattern before and after bunch cleaning.

‘single bunch’ that is used for filling and top-up injection.

However, for some time resolved beamline experiments

it is essential to keep a single bunch (in a hybrid or cam-

shaft fill pattern) as clean as possible. To this end, we have

implemented the following sequence of states:

1. Excite all ‘unwanted’ bunches with full amplitude on

the vertical plane while sweeping backwards over

the betatron resonance frequency. Stabilise all other

bunches using feedback. Discard I/Q data.

2. Excite one ‘designated’ bunch with small amplitude

to measure betatron tune frequency by recording I/Q

data and finding peak. Stabilise all other bunches using

feedback.

3. Stabilise all bunches using feedback until next se-

quence run is triggered.

It should be emphasised that this process can take place

permanently during user operation without any noticeable

disturbance of the beam. To this end, it is important

that DAC pre-emphasis is used and the gain is switched

from +1 to -1 before and after the single bunch so not to

excite it [5]. In this way, even the regular injections into

unwanted buckets during top-up operation can be cleaned

away immediately (Figure 2).

FAST SCANNING OF TRANSVERSE
MODE DAMPING

In order to assess the damping (or growth) rates of indi-

vidual transverse multi-bunch modes there are in principle

two methods commonly referred to [9, 10]:

• The feedback is switched off for a short period (or

even inverted to drive all modes), then the feedback

is turned back on. Bunch-by-bunch data is recorded

from the point of switching off the feedback to some

point after switching it back on to observe both growth
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Figure 3: Natural damping rates of all vertical modes as a function of beam current in a uniform fill pattern, with

chromaticity set to 0.

and damping. This data is then transferred to an off-

line analysis, which disseminates it mode by mode and

analyses the individual growth rates. The limitation

of this approach is that it will only show those modes

which are unstable without active damping (or a few

more if gain inversion is used). However, it is a very

fast experiment which will require only a disturbance

lasting typically a few ms.

• An individual mode is excited using the NCO, this is

followed by a period of a bunch-by-bunch recording

during which after some delay the feedback is switched

on again. Both the natural damping (or growth) and

the active damping are recorded, however, only for one

specific mode. This experiment then needs repeating

for each mode. If bunch-by-bunch data is recorded the

volumes of data created by the whole process can be

quite large.

The second method has the ability to probe the damping

times of each individual mode, no matter how close to

instability it is. In the past, it would however been typically

prohibitively slow to run through the repeated process of

exciting, recording and data transferring for the typically

high number of modes (there are 936 modes at DLS). We

have significantly sped up this process (which is, at least

with our current hardware, dominated by data transfer times)

by two means:

• Instead of recording bunch-by-bunch data, we use the

I/Q detector to determine the complex amplitude of the

probed mode on a turn by turn basis. In our case, this

reduces the amount of data to be stored and transferred

for a typical scan of 936 modes of 750 turn grow-damp

experiment from 1.3 GB to 5.6 MB.

• Rather than performing one grow-damp experiment

each and then transferring the data, we store all the I/Q

data in the on board memory, and only read out once all

modes have been scanned. The multi state sequencer

has been extended to repeat with a programmable list

of offset frequencies to this end. Thus a full scan of all

936 modes can be performed within 1.3s, plus a further

2s for data transfer and analysis.

The collected data is then analysed by assuming an exponen-

tial decay of the mode amplitude (that is the magnitude of

the turn-by-turn I/Q data). A straight line fit to the logarithm

of the magnitude is used to calculated the damping or growth

rate, which is then plotted per mode. As these experiments

can be repeated rapidly, it is now possible to scan parameters

(like beam current, fill pattern, chromaticity) and see the

effect on the damping rates in near real time.

Figure 3 shows an example of the vertical damping rates

as a function of beam current. It is clearly visible that

more modes become unstable and the growth rates of the

unstable modes (with negative damping rate) become larger

(more negative). The overall slope across modes and the

two distinct features at mode numbers 23 and 913 are

understood from beam dynamics as a result of the resistive

wall wake field. On the other hand, narrow features like at

mode number 64 require further investigation, even if not

currently leading to an instability, as these indicate narrow

band resonators for instance as a result of long range wake

fields.

FAST TUNE FOLLOWING USING PLL
Our normally used method of swept excitation and de-

tection to determine the betatron tune frequency [7] will

typically measure the tune once per second. However, we

have noticed that the betatron tunes exhibit continuous and

fast small movements with a standard deviation of ≈ 10−4

fractional tune units. These can be investigated in more

detail using a tune following mechanism employing a PLL.

In this method, we continue to excite one or many

bunches using the NCO, but rather than sweeping the

NCO frequency, we detect the phase of the oscillating
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Figure 4: Spectra computed from betatron tune frequency data recorded using the PLL.

bunches relative to the excitation, low pass filter and feed it

back through a proportional-integral controller to the NCO

frequency. The number of turns observed to detect the

phase is configurable, but in a typical setup we measure

for 100 turns thus giving us a tune frequency reading every

187 μs. The tune frequency readings are stored in a 4096

point buffer which can then be conveniently read out every

time it updates to collect a long term record of tune stability

at high update rate.

Figure 4 shows the amplitude spectral density calculated

from a 1 million point long record covering a total duration

of 3 minutes. For this particular graph, the large number

of points was split into 128 blocks which have been fourier

transformed individually and then power averaged to pro-

duce spectra with precise amplitude densities rather than

ultra fine frequency resolution. The spectra show that most

of the movement of the betatron tunes is at low frequencies

of a few 10 Hz, similar to orbit motion. There are also

distinct lines at mains frequency and its harmonics.

The PLL tune measurement can also be used to measure

the tune with higher precision by low pass filtering the

stream of measurements, thus tracking the average tune

value. This improves the uncertainty of tune measurements

from 10−4 as achieved using the swept excitation (limited

by tune motion during the sweep) to better than 10−5 at an

update rate of once per second.

CONCLUSIONS
We presented some examples of the new types of measure-

ments that have been enabled by a firmware development

and upgrade of our existing TMBF system. The fundamental

concept of the excitation using NCO and I/Q detection

of bunch oscillations has been made more flexible by

implementing complex sequences of excitations and PLL

controlled tracking of the excitation. In particular, we

expect the method of fast scanning of transverse mode

damping times to be extensively used in probing transverse

impedance of the storage ring and gathering a better under-

standing of the driving terms of instabilities.
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