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I. INTRODUCTION
When a tightly focused electron beam propagates

in an underdense plasma (beam density greater than the
plasma electron density, nb > n0), the plasma electrons
are expelled radially by the space-charge of the beam,
forming an ion channel which in turn provides a
uniform, linear focusing force on the beam.  When the
beam is short (σ z < 2kp

−1 ), making it suitable as a driver

for plasma wake-field acceleration (PWFA)[3],
requirements on the beam properties (current, eminence
and energy) to achieve ion channel self-focusing become
more difficult to satisfy[10]. If the beam is initially β -
matched to the focusing gradient, that is, the β -function

is initially equal to  β γ πeq er n= / 2 0 , where σr  and ε ,

are the rms transverse beam radius and emittance, the
transverse distribution in the body of the beam is nearly
stationary, while that near the head expands radially. The
loss in beam density near the head associated with this
expansion further retards the plasma electron response
and causes the pinch point (where sufficient focusing
gradient develops) to move backwards in the beam
frame. The fast relaxation distance for these beam head
dynamics is roughly 4βeq , or 5 cm for our experimental

conditions, which is less than half of the plasma length,
Lp = 12 cm.

The present experiments were motivated by the
proposed use of the underdense regime as the basis for a
PWFA[8] (the blowout regime) which is very attractive
in terms of drive and accelerating beam guiding, in that
when a plasma-electron free ion column is formed, the
focusing force in this region is linear and the
acceleration gradient is independent of radius.

II. EXPERIMENTAL SETUP
The plasma chamber used in the experiments is shown in
Fig. 1, with 14.5 MeV electron pulses derived from the
Argonne Wakefield Accelerator (AWA)[14] entering
from the left. Beam diagnostics immediately upstream of
the plasma chamber include an energy spectrometer, an
emittance measurement system, an integrating current
transformer (ICT) and Faraday cup to measure Q , a
phosphor screen and at the focal point of the β -
matching solenoid, an optical transition radiation (OTR)
screen to obtain transverse beam profile images.

The plasma is created by a DC hollow cathode arc
discharge, running at 55 V and 40 A, with Ar gas fed
between concentric tantalum tubes.  The (approximately
25% ionization fraction) plasma density, which is in the

region of n0 = 1.15 ×1013  cm-3, is mapped with a
cylindrical Langmuir probe (calibrated with a 140 GHz
microwave interferometer), and found to be within 10
percent of the peak value over the nominal plasma
length, Lp ≅ 12 cm, with a steep initial ramp near the

cathode tip. The half-maximum point, located 9 mm
downstream of the cathode, is 12.25 cm away from the
diagnostic-filled anode.
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Fig. 1 Diagnostics beamline and plasma cell (shown
without the plasma radial confinement solenoid). The
anode diagnostics include (a) tungsten collimator with
(b) 1 mm wide slit, (c) 500 µm thick quartz Cerenkov
radiator, and (d) mirror and outgoing light.

III. EXPERIMENTAL RESULTS
The bunch charge Q was measured for every shot using
the nondestructive integrating current transformer (ICT).
Prior to this, the small fraction of charge scraped at the
cathode assembly aperture must be quantified with
simultaneous measurements with the ICT and FC1, the
Faraday cup following the cathode.  The focal spot size
near the waist of the β -matching solenoid was
measured with the OTR screen at FC1. Some of these
profiles deviated significantly from the cylindrical
symmetry assumed in the simulations; the shots
characterized by an ellipse with an aspect ratio higher
than 2:1 (25% of the population) were discarded. The
remaining images were tested for peak intensity as well
as for fractional integrated intensity inside a test radius
of 0.28 mm. A symmetric Gaussian with σ x = σ y= σ r ,

having the same integral defines an effective radius,
which was found to be nearly independent of Q , with
mean value of σ r =284±24  µm. The presence of shots
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with mild eccentricities causes the effective Gaussian
profile to underestimate the peak beam density,
predicting nb / n0 =2.0 at 14 nC (this assumes a 25 psec
FWHM bunch length). The actual value from the peak
intensity in the image data is nb / n0 =2.0 and 2.5 at Q=7
and 14 nC,  respectively. The plasma is therefore well
underdense at beam input for all experimental
conditions. The beam divergence σ ′x  and bunch length
were measured using the anode diagnostics, including a
1-mm wide (and 4 mm deep)  tungsten slit  aperture
followed by a 0.5 mm thick Cerenkov emitter inclined
12 degrees to the beam direction. The light is sent to
either a CCD camera for time-integrated imaging or to
the 2 psec resolution streak camera. The beam charge
after collimation by the slit aperture is measured at the
Faraday cup following the anode, FC2. The beam
divergence σ ′x , is sampled by recording the transverse
profile along the slit after it has drifted ≅ 12cm, and
fitting a Gaussian. The beam divergence is 18.5 mrad at
14 nC and  decreases linearly to 15.5 mrad at 7 nC,
yielding εn = 149  and 130 mm-mrad and initial
βi =1.52 and 1.74 cm, for high and low charge,
respectively.  The b-function in these cases is only
slightly mismatched to the ion focusing βeq = 1.25  cm.

The input bunch length is measured by refocusing the
beam on the anode, with the Cerenkov light analyzed
using a Hammamatsu C1587 streak camera; the bunch
length is found to be 25± 3 psec FWHM.
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Fig. 2 Transverse beam profile after collimation, from
digitized CCD camera image of Cerenkov light.

After the beam is collimated, the transmitted
charge Qtr  is recorded on the downstream Faraday cup
FC2. With plasma focusing, a substantial fraction,
η = Qtr / Q , of the initial charge ought to be transmitted
through the slit, serving as an independent measure of
the beam radius. With the plasma arc on, the
downstream Cerenkov profile, as shown in Fig. 2,
displays a narrow, intense peak as a result of ion
focusing. The x -projected FWHM of a typical case (Fig
5) is 0.9 mm, 40% broader than at the start of the
plasma, but consistent with the radial spreading at the
beam head predicted by simulations, and markedly
different than the no-plasma background. As the beam's
transverse centroid jitter is significant on the scale of the
slit aperture, shots with the y -peak too close to one of

the aperture edges were rejected. The values of η
selected in this way for an initially matched (z0 = 0 )
case are displayed in Fig. 3 along with the results of
simulations, as explained below. The low-η  data points,
especially at low Q , are thought to result from beam
conditions differing from cylindrical symmetry, one
possibility being a beam with a double-peaked y -profile
starting from irregular initial conditions. Some of the
spread in the data also undoubtedly comes from
fluctuations in the initial beam aspect ratio, which give
rise to quadrupole as well as monopole beam motion.

The simulation results given in Fig. 3 use the
plasma fluid code NOVO[7], modified to include a
super-particle representation of the beam electrons as
described in [9]. The results of this code have been
benchmarked against an electromagnetic particle-in-cell
(PIC) code; the calculation of transmission efficiency is
nearly the same, being smaller in NOVO by 4%, and so
NOVO was employed for this analysis because of its
speed. The calculations use 8000 beam particles,
initialized to a thermal distribution derived from the
measured beam size and divergence.

A more detailed view of the underlying dynamics
is offered by the time-resolved streak camera analysis.
These images contain information only about
longitudinal and horizontal profiles, as measured in a 20
µm vertical strip in the center of the slit aperture. The
beam was determined to be adequately vertically
centered in this measurement by requiring η ≥ 0.45.  A
streak image obtained in this way is shown in Fig. 4,
displaying  the predicted flaring of the distribution
outward at the beam head.
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Fig. 3 Transmission data and simulations for an initially
nearly β -matched case.

Each image that was analyzed further was sliced
into short (5.7 psec) t-sections, and for every t-slice the
integrated (in x) intensity, and a measure of the beam
width defined by the region −x1/2 ≤ x ≤ x1/2  containing

half the integrated intensity were determined.  The
results of this analysis for 10 images within narrow input
charge window (10.2 < Q < 11.8  nC) were summed to
produce a composite picture of the beam distribution,

628



shown in Fig. 5, along with the accompanying rms error
and PIC simulation results, analyzed to give beam width
as a function of t-slice.  The experimental data and PIC
simulations clearly display a profile flared at the beam
head due to radial expansion, as well as a beam core
which is nearly matched and slightly larger,
σr ≅ 370 µm , than at input. The simulation's agreement
with the data is quite good, with a notable deviation in
that the experimental results show less pronounced beam
head expansion. This may be due to the assumption of a
beam with a thermal input transverse phase space, which
is not strictly correct for a photoinjector-derived beam,
where the emittance of a single t-slice of the beam is
smaller than the full beam[16].

Fig. 4. Streak camera image of plasma exit beam profile.
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Fig. 5 Time-slice dependence of beam intensity and half-
width, from experiment (exp.) and PIC simulation
(sim.).

IV. CONCLUSIONS AND FUTURE WORK
In conclusion, short intense relativistic bunches, of

the kind available from rf photoinjectors, have been
observed, through integrated and time-dependent
imaging, as well as collimator transmission, to
effectively self-guide in an underdense plasma over
many times the initial β -function. Picosecond-
resolution measurement of transverse beam size displays
the trumpet-shaped beam head predicted by simulations
and analysis[10,11]. The simulations are in good
quantitative agreement with the beam sizes and
transmissions obtained from experiment, with deviations

arising from the approximations involved in the
simulation model of the beam.

In the next round of experiments, starting June '97,
we plan to use a very similar set of experimental
conditions to demonstrate high gradient acceleration in a
PWFA, by measuring the energy changes of a witness
beam propagating in the wake-field of the more intense
drive bunch. The beam diagnostics developed for the
present work, together with recent improvements to the
AWA facility ( ≅ 18 ps FWHM bunch length for Q=90
nC [18]), will greatly facilitate the measurement of high-
gradient wake-fields. The peak acceleration gradient
predicted for this experiment is in the range of 80 to 150
MeV/m, much higher than an earlier experiment at the
AWA[9], which yielded 4 - 10 MeV/m. To measure this,
we plan, like in the earlier experiment, to generate the
witness beam in the same photocathode cavity as the
drive beam[9], but additionally to time-resolve the final
energy distribution of both beams using the streak
camera. This strategy is necessary to overcome the
'shadow' effect occurring when the drive and witness
beams overlap in energy.
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