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Abstract

Accel erator timng at Brookhaven Nati onal
Laboratory has evolved from nultiple co-

axial cables transmtting individua
pul ses in the original Aternating G adi-
ent Synchrotron (AGS) design, to serial

coded transmi ssion as the AGS Booster was
added. Wth the inplenentation of this
technol ogy, the Super Cycle Generator
(SCG) which synchronizes the AGS,
Booster, LINAC, and Tandem accel erators
was introduced. This paper wll describe
the timng system being devel oped for the
Rel ativistic Heavy lon Collider(RH C

I . I NTRCDUCTI ON

A nodern accel erator nust
nize the operations of equipnment over a
wide area. In the early days of the AGS,
the timng system consisted of a group of
master clocks which generated clock
trains, and a few key timng pulses. The
clock trains were resynchronized to the
start of each main magnet cycle. Cl ocks
were distributed to equipnment |ocations
on individual co-axial cables using 16 to
20 V transforner isolated pul ses known as
an AGS standard pulse. This signal |eve
was chosen to guarantee the signal would
be reliably detected in electrically
noi sy environnents

Del ays necessary for sequencing
systens were created using counters that
counted down using one of the nmster
clock trains. Timng triggers required in
nul tiple locations were distributed from
| ocation to location using the sane co-
axi al cable and AGS standard pul ses.

The drawback of this system was the
| arge nunber of cables to the many equip-
nment | ocations. Another was the energy of
the AGS pul se level. Low | evel anal og and

synchr o-
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digital circuits suffered fromthe ground
bounce at the receiver

1. AGS Booster

Wth the design of the Booster, ad-
ditional requirenents were inposed on the
timng and control system Pulse to Pulse
Modul ation (a term originally used at
CERN) is an operating node which permts
changing the setup of the accelerator
from cycle to cycle. To acconplish this,

a Super Cycle Generator was designed to
schedul e the LINAC, Booster, AGS and Tan-
dem Van de Graff. Miltiple "users" are

defined for
active users

each nmchi ne. Schedul i ng of
is acconplished via timng

signals initiated by the central timng
system Naturally, if each timng pulse
was transmitted on a separate cable

(there are currently 60 timng events
identified for the Booster) the nunber of
cabl es required to support Booster opera-
tions would be prohibitive.

The cabling issue was overcone by a
system first developed at Fermlab
Pul ses on individual cables were repl aced
with digital codes transmtted on a sin-
gle serial link. This technique permts
mul tiplexing of timng information on a
single cable. The event codes are trans-
mtted using a serial nodified Manchester
code (bi-phase mark). The transm ssion
rate is 10 Miits/sec, and 1.2 usec are
required to transmt an event code. The
event link transmts a continuous bi-
phase-mark "ones" transm ssion during
idle periods. A restriction of using a
serial link is, since only one event can
be transmtted at a tinme, they nust be
prioritized.

The Booster has used the serial
timng distribution schene since it was
conmm ssioned in 1989. Because of the
rapid cycling nature of the Booster (7.5
Hz) the central timng generator for this



accelerator is table driven. Miltiple ta-
bles permt rapid switching of timng
setups. Each table contains an ordered
list of events to be broadcast and the
times at which they nust be transmtted.
The basic resolution of the systemis 1
us. Software precludes contention by
scheduling events at least 2 ps apart
One limtation of the present design is
that no provision currently exists to
generate single occurrences of events or
generate events from external (hardware
generated) timng pul ses.

I[1l. RHC Collider

The RHIC collider, currently being
designed and built, requires a slightly
different timng approach. The RHI C cycle
is expected to be up to 10 hours |ong.
During collision node, timng events are
nore likely to be of an asynchronous na-
ture, which is not well suited to table
driven scheduling. Timng events and
clocks from this link will be used to
initiate hardware operations including
changes in settings, state changes, and
data acquisitions. Events nmamy also be re-
qui red by software running on systens not
directly coupled to accel erator hardware.
A standard clock frequency of 10 MHz, as
is presently used in the AGS and Booster,
provi des adequate resolution for tining
events in the RHI C acceleration and col -
lision processes.

Event sequences to initiate wave-
forns and acquire data during the accel -
eration cycle, tune measurenents, etc.,

will be inplenented by cascadi ng program
mabl e del ays. Clocks that are of a gen-
eral interest, such as the line |ocked
720 Hz clock, generated by the main mag-
net power supply system wll also be
available on the RH C event link. Exter-

nal ly generated events may al so cone from

ot her systens sensing unusual conditions
with the beam 1In the case of a beam
abort, the abort event can be utilized to

freeze circular buffers in data acquisi-
tion systens for post-nortem anal ysis.

An exanple of a software generated
event would be one to synchronously acti -
vate new settings after they have been

| oaded and verified. Software generated

events may al so provide a conveni ent way
to commi ssi on new systens.
The probability exists that event

requests could occur
Since only one event

overl apped in tine.
can be processed at

a time, priority resolution will be an
integral part of the central encoding fa-
cility. Event contention is handled in

hardware with highest
input 0 and | owest given to input
should be pointed out, however

priority given to
255, It
t hat

| ower priority events being processed
will not be interrupted by the arrival of
a higher priority event request.

The RHIC central event encoder its
i nput nodul es, and supporting host com
puter interface occupy a single 21 slot
VME chassi s. The event system inter-

connections are point-to-point, differen-

tial TTL, isolated at the receiving end
by transformer coupling.

Interbuilding transm ssion to re-
note RHI C equi pnent |ocations is via sin-

gl e node fi ber
ceivers

At each RHIC equi pnent |ocation,
the optical transm ssion is converted
back to electrical and buffered as dif-
ferential TTL. A fanout/repeater is used
to produce nmultiple outputs. General pur-
pose decoder/del ay nodul es nay be |ocated
in these renote l|locations, as well as
ot her specially designed nodul es having
direct event link inputs(e.g., the wave-
form generator).

RH C event codes can be pernmanently
assigned without regard to their event
link transmission priority level. This
allows an event code trigger priority

optic transmitters and re-

level to be adjusted relative to other
event codes wi thout changing the event
code.

EVENT ENCODER MODULE

The event encoder nodul e provides
event code translation, conputes the par-
ity and encodes the event into a bi phase
mark serial data stream for transm ssion
on the RHHC tineline. As the code is se-
rialized, a "zero" start bit is added,
and code parity (even) is generated. The



out put of the bi-phase-nmark converter is
transmtted over the RH C event i nk.

The encoder nmodule is connected to
a 16-position event input nodule bus. At
the end of the event code transm ssion,
the encoder allows the event input nodule

priority system tine to determ ne the

next event trigger (if any) to be trans-
mtted by the encoder nopdule, and main-
tain mninmum headway. The event trigger
with the |owest nuneric value has the
hi ghest priority. The event encoder nod-
ule converts event trigger inputs into
RHI C event codes in a translation table.
The translation table can be read and

witten via the VME interface.
| NPUT MODULES
Each event

to 16 event
m nes their

i nput nodul e accepts up
trigger inputs, and deter-
relative priority. I|f other
event input nodul es have been triggered,
the event input nodul e nust have position
priority (closest to the encoder nodule)
in order to place its event trigger code
on the bus. Si xteen input nodules are
required to support 256 events.

Event triggers can originate from
software initiated conmands to an input
nodul es CSR or hardware generated pul ses.

There is a 1.3 us event code trans-
m ssion delay built into system This as-
sures that very high priority events wll
be transmitted with minimumtinme jitter.
It is possible for a low priority trigger
to be delayed by higher priority trig-
gers. In this case there may be several
transmi ssion increments (1.2
usec/increment) from the trigger wuntil
the event is transmtted on the RHC
event |ink.

V102 DECODER/ DELAY MODULE

The RHI C V102 module is a general
pur pose decoder/delay nodule that can be
used to provide timng to systens and
equi pnment not having a direct connection
to the RHIC event link. The form factor
is a 4hp X 6U VME nodule. The V102 in-
cludes a direct connection to the event
link and has a VME interface for setting

up and configuring each delay channel.
Each nodul e contains eight output chan-
nels with flexible triggering and del ay

options. Delay clocks can be either in-
ternal or external.
V102 Mbdul e Functi ons

The V102 derives a 10 MHz cl ock
fromthe RH C event link carrier. Inter-

nal clocks are divided down from the 10
MHz clock. The divider chain may be syn-
chroni zed to a user specified event code.

Each of the delay channels can be
triggered from event I|ink event(s) or,
the precedi ng event channel (an external

trigger coupled by an external cable in
the case of channel 1), or an external
trigger input.

A separate delay is provided for
each channel. The delay is developed in a
32-bit counter, programmed to count down.
The minimum delay is 1 count. The channel
delay clock may be selected from the 10
MHz or 1 MHz internal clock or the exter-
nal clock input. If an external clock is
used, the nmaxi mum frequency is 5 MHz.

The output pulse width is con-
trolled by a 16 bit counter, programred
to count down. The mninmum pulse width is
one delay clock period. The clock rate
selected for the delay function is used
for the pulse width counter.

Event channel outputs are avail able

on the front panel and rear VMebus P2
user pins. All triggers, event link
event, VMEebus, or external are synchro-

nized to the selected clock (external or
internal) before the delay count down be-

gins. Each decoder/delay module is com
pletely self supporting, once initial-
i zed.
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