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Abstract
We present an accurate and simple method of 3-D multipole decomposition of the field of arbitrary electrode geometries. The induced charge on the surface is obtained by inverting the capacity matrix. The multipole moment decomposition of the resulting potential is readily accomplished using Differential Algebra methodology. The method is applied to the focusing lattice geometry of the MBE-4 accelerator at LBL. Multipole terms of up to the order 5 are computed, and a numerical accuracy of < 1% is obtained. The effective quadrupole and dodecapole field strength are in good agreement with previous results.

1. INTRODUCTION
In many cases, the exact computation of higher order multipoles in electrostatic geometries is important. For example, in a real quadrupole-focusing geometry, multipole harmonics in addition to the wanted quadrupole one are always present to some degree. The strength of the multipole harmonics depends on the specific geometry of the electrodes, with some harmonics being eliminated or minimized by proper choice of electrode dimensions. The MBE-4, Multiple Beam Experiment at LBL, lattice has many additional multipole components besides the wanted quadrupole component. Although the presence of these components, in conjunction with non-negligible transverse beam displacements, will lead to emittance growth during beam transport[1][2]. To rectify this limitation, we computed the z-dependent strength of the multipole moments using a Differential Algebra (DA) methodology to decompose the three-dimensional focusing potential. The latter is first determined by solving the capacity matrix of the actual electrode and aperture plate geometry. The choice of DA methodology was motivated by its ability to work to arbitrarily high order, with numerical accuracy limited only by that of the capacity matrix. This is in contrast to the more common method of determining the potential on a 3-dimensional mesh, where both the multipole order and numerical accuracy are limited by the mesh resolution. Our calculations show good agreement with previous determinations of the effective quadrupole lengths and dodecapole strengths and we believe that this method may prove useful wherever multipole decomposition of complicated static fields is needed.

2. POTENTIAL PROBLEM SOLUTION BY THE CAPACITY MATRIX METHOD
When a complicated boundary shape is present, a conventional field solver using FFT or SOR techniques becomes computationally expensive because of the large number of mesh points required, especially in 3-D calculations. This difficulty can be alleviated noticeably by calculating the induced charge at the boundary surface directly rather than specifying the field boundary condition. Once the boundary charge distribution is known, the field at the location of a particle can be calculated straightforwardly. Since the number of required mesh nodes is confined to where the actual charges are, i.e. at the boundary, substantial reduction in total mesh points is obtained.

In the capacity matrix method, the electrodes are covered with test points $x_i$ (hereafter called "nodes"). Charge $Q_i$ located at the $x_i$ are determined such that the potential induced on $x_i$ by all the other nodes assumes the desired value. This reduces to solving the linear system

$$\phi_j = \sum_i G(x_i, x_j) Q_i$$

where $G(x_i, x_j)$ is the Green's function describing the effect of the potential of a charge at $x_i$ to the point $x_j$. The inverse to $G(x_i, x_j)$ is often called the capacity matrix ($C_{ij}$). Once the charge $Q_i$ are known, the potential at any point in space can be computed as

$$\phi(x) = \sum_i G(x_i, x) Q_i.$$  

For non-overlapping test charges, one may use the simple Green's function of

$$G(x_i, x_j) = \frac{1}{|x_i - x_j|} \text{ for } i \neq j.$$  

When computing the self-potential ($i = j$) or when the test charge width $\sigma_i$ exceeds an internode spacing, the test
charge profile must be carefully considered. For the 3-D calculations discussed in Sec. 4, a triangular charge distribution was used with

$$\rho(x) = \begin{cases} \frac{2}{\pi \sigma_i^3} (1 - \frac{r_i}{\sigma_i}) & \text{if } r_i \leq \sigma_i \\ 0 & \text{otherwise} \end{cases}$$

(4)

where \( r_i = |x - x_i| \). With this profile, the potential within the test charge is given by

$$d(x) = \frac{q_i}{2} - 2 \left( \frac{r_i}{\sigma_i} \right)^2 + \left( \frac{r_i}{\sigma_i} \right)^3$$

(5)

and

$$C_{ii}^{-1} = \frac{2}{\sigma_i}$$

(6)

Although the particular choice of the charge profile is somewhat arbitrary, however, numerical calculations show that the determination of the multipole harmonics is not highly sensitive to the exact charge profile. The distribution width \( \sigma_i \) is typically set to the internode spacing, depending on the charge distribution used. This choice prevents the self-potential from unphysically dominating the problem. Although we are representing the physically thin surface image charge by non-zero thickness spherical charges, the electric field on and near the beam transport axis should be little affected as long as the internode spacing and charge distribution width \( \sigma_i \) are small compared with the clear aperture between electrodes and the electrode-aperture plate separations in \( z \).

3. MULTipoLE EXPAnSion AND DIFFERENTIAL ALGebra

Once the boundary surface charge has been determined (e.g., by the capacity matrix method of Sec. 2), the electric potential at arbitrary point in space can be computed by the summation over the charges (see equation (2)). The resulting approximate potential is infinitely differentiable, and thus its Taylor series can be computed. At interior positions where the potential varies smoothly, an approximate functional expansion can prove extremely useful in terms of computational economics. Furthermore, the expansion is quite intuitive because certain nonlinearities of the transfer map couple only with certain multipole terms. For a system such as MBE-4 where the quadrupole moment is the dominant component, an expansion around an aperture axis followed by a systematic multipole decomposition of the field is more convenient than the usual power series expansion.

The multipole coefficients \( M_{k,i}(z) \) of the potential \( \phi \) are defined in cylindrical coordinates system by

$$\phi(r, \theta, z) = \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} M_{k,i}(z) r^k \cos(l\theta)$$

(7)

where a Fourier series expansion in \( \theta \) and power series in \( r \) are used. Notice that the up-down symmetry, i.e., symmetric under \( (y \rightarrow -y) \) transformation, of the MBE-4 geometry is implicitly assumed. No \( z \)-axis expansion is performed and \( M_{k,i}(z) \) is calculated at numerous locations in \( z \).

The source-free vacuum potential \( \phi \) satisfies the Laplace equation \( \nabla^2 \phi = 0 \) and thus the \( M_{k,i} \) observe the following recursion relation:

$$M_{k,i} = M_{k-2,i}/(l^2 - k^2)$$

(8)

where double prime denotes the second derivative with respect to \( z \). In order that neither \( \phi \) nor \( \nabla^2 \phi \) be singular at \( r = 0 \) and that \( \phi \) be bounded at \( z = \pm \infty \), the relation \( k \geq l \geq 0 \) and \( k - l \) even must be true for non-zero coefficients. The entire ensemble of multipole coefficients can then be determined from \( M_{k,k} \) and its \( z \)-derivatives.

An explicit form for \( M_{k,k} \) may be obtained by expressing \( \phi \) as a Taylor series, i.e.

$$\phi(x, y, z) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{r^m y^n}{m! n!} \left( \frac{\partial}{\partial x} \right)^m \left( \frac{\partial}{\partial y} \right)^n \phi(0, 0, z)$$

(9)

After equating this expression with that of eqn. (7) and integrating with \( \cos(k\theta) \), one finds for \( k \geq 1 \)

$$M_{k,k}(z) = \sum_{n=0, \text{even}}^{k} \frac{(-1)^{n/2} \Gamma(n/2)}{2^{k-n} k! (k-n)!} \left( \frac{\partial}{\partial x} \right)^{k-n} \left( \frac{\partial}{\partial y} \right)^n \phi$$

(10)

where the up-and-down symmetry has again been used and \( \phi \) is given by the summation over the induced boundary charges,

$$\phi(x) = \sum_{i=1}^{N} \frac{Q_i}{r_i}$$

(11)

Here \( r_i = |x - x_i| \) and \( Q_i \) is the charge at the position of the \( i \)-th node. Away from the nodes this function is infinitely differentiable, and it is in principle possible (although very tedious for high orders) to compute the required derivatives \( M_{k,k}^{(2)} \) by differentiating expression (10).

To circumvent this difficulty, we use differential algebraic techniques for the computation of the higher order derivatives to machine precision without numerical errors. These techniques, which also play a key role in the high order description of optical systems, have been discussed in detail elsewhere[3][4], and the interested reader is referred to the above mentioned papers.

4. COMPUTATIONAL RESULTS

A FORTRAN code was written to evaluate the \( G(x_i, x_j) \) of any electrode geometry, and then invert them to obtain the capacity matrix \( C_{ij} \) and the node charges \( Q_i \).

In the case of the actual MBE-4 focussing lattice, there are a number of separate elements in the electrode: a)

---

1When beam space charge is present, it is convenient to decompose the total field as a sum of vacuum potential from the boundary charges and the free space potential of the beam charge. Hence, the relevant potential in equation (1) is the difference between the specified boundary potential and that due to the beam space charge in the absence of boundaries.
Quadrupole electrodes which are held at either ground or a negative voltage, b) Flat aperture plates from which the electrodes are cantilevered and through whose holes the four ion beams travel, c) A large "can" enclosure surrounding the entire focusing lattice.

The nodes were distributed uniformly over the surface of the electrode rods and with an \( \sim 1/r \) dependence on the endplates. The charge distribution width \( \sigma_r \) was set to a constant (\( \approx 2.5 \text{ mm} \) for total node number \( N = 5000 \)), somewhat smaller than the typical internode distance in order to minimize the size effect.

Since our main interest was calculation of three-dimensional multipole components of general potential geometries, the potential at the electrostatic quadrupole electrodes was set to \( \pm V_q \) rather than grounding one of the electrode pairs as in the actual case for MBE-4. We have also neglected the "can" enclosure.

In order to evaluate expression (10) numerically, higher order differential algebras were used for the computation of the derivatives of the potential \( \phi \). From there, the \( M_{k,l} \) were computed from \( 0^{th} \) to \( 6^{th} \) order computed using expression (8).

The coefficients were made dimensionless by scaling the potential by a factor of \( V_q \) and using a normalization length of the aperture radius \( a \), i.e.:

\[
\phi = V_q \sum_{k=0}^{6} \sum_{l=0}^{6} M_{k,l}(z) \left( \frac{r}{a} \right)^k \cos (l\theta) \tag{12}
\]

Figure 1 shows the results for the case of \( N=5000 \). Our midplane multipole moments of \( M_{2,2} = 0.9855 \) and \( M_{6,6} = 0.03460 \) are in good agreement with 2-dimensional (i.e. \( z \)-independent) values of 0.9858 and 0.03461 respectively by Brady [5] using POISSON program. Meuth et al. [6] experimentally determined an effective quadrupole length of 10.11 \( \pm 0.14 \text{ cm} \) by measuring the phase advance of the centroid motion per lattice period(\( \sigma_\phi \)), 5% shorter than our predicted effective length (\( \equiv \int M_{2,2}(z) \, dz / M_{2,2}(z = 0) \)) of 10.60 cm (one should note that their most reliable measurement at \( \sigma_\phi = 72^\circ \) gave an effective quadrupole length of 9.99 cm). Our calculation, however, is quite close to the actual electrode length of 10.74 cm.

Near the endplates, the field contains large multipole field components because of the inter-digital structure of the quadrupole rods, their closeness to the endplates, and the beam aperture holes. Our numerical errors may be larger in this region because \( \sigma_r \) exceeds the optimal value around the aperture holes and the spherical charge shape might be a poor approximation to the true image charge distribution on the flat endplates. Thus, perhaps additional nodes and a variable charge distribution width and shape would be required in order to maintain 1% accuracy everywhere.

5 CONCLUSION AND DISCUSSION

We have presented a simple and accurate method of determining the multipole field components of electrostatic focusing system with arbitrary geometry. First the induced surface charge distribution for a given electrode potential is obtained by inverting the capacity matrix, followed by multipole decomposition of the field at the beam axis by using the DA techniques. Since the charge on the conductor surface is calculated directly in this method, the multipole harmonic amplitude can be obtained by the summation of the contributions from all the charges. Although finite size of the charge distribution at a given node poses some uncertainty of the determination of the capacity matrix, the effect can be minimized by optimally choosing the profile shape and width. Numerical experiments show that the decomposition is indeed insensitive to the charge distribution at the nodes so long as the internode distance is much smaller than the aperture radius.

For the actual MBE-4 accelerator lattice structure, the calculated, \( z \)-dependent amplitudes of the multipole harmonics show good agreement with previous measurements in terms of effective quadrupole length and dodecapole strength.
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Fig. 1 Multipole decomposition of the MBE-4 lattice plotted versus \( z \) for "pure" multipoles \( M_{k,l} \).