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Abstract

Coherent Synchrotron Radiation (CSR) plays an im-
portant role in the design of accelerator components with
high peak currents and small bending radii, such as mag-
netic bunch compressors, wigglers, and compact storage
rings. The code TraFiC4 has been developed to design
such elementd1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] ; it
simulates CSR effects from first principles. We present a
re-write of the tracking and user interface components of
TraFiC* . Extensions and corrections include: expanded
input language; generalized bunch populations (rectangu-
lar, Gaussian, user-specified function); new element types,
truly three-dimensional dynamics (i. e., the restriction to
a single plane of motion has been abandoned), vastly ex-
panded documentation; documented C++ class interface;
and improved dynamic |oad-balancing for parallel comput-
ers.

FULLY THREE-DIMENSIONAL
TREATMENT

Generalized Local Coordinates

TraFic4 now handles fully three-dimensional problems;
there is no limitation to one plane of movement. This
makes it necessary to choose amore general system of local
coordinates: while TraFiC# does all of its tracki ng in labo-
ratory coordinates, asit needsto store the history of all par-
ticles to calculated the retarded fields, accelerator physics
isusually donein a co-moving frame.

Asaloca system, we choose the Frenet coordinate sys-
tem associated with an orbit particle’s trajectory 7 (s),
where s isthe arc length. The co-moving frame is spanned
by 7,(s), 74 (s), and 7 (s) x 7"0( ); the associated normal-
ized vectors are #{s), 7i(s), and b(s). Given another parti-
cle tragjectory #(s(t)), parametrized by the lab time ¢, we
find that particle's local coordinates x,y,! by #(s(t)) =
zi(s(t) + 1) + yb(s(t) + 1). Note that this decomposi-
tion is not unique, as there might be several | for which
so(t) +1) - (F(s(t)) — (so(t) + 1)) = 0. TraFiC* tarts
looking around [ = 0, however.

Note that this generalized prescription leads to some un-
familiar effects, such as x and y coordinate flipping their
sign when the curvature does or switching roles when a
sideways bend turns into an upward bend.

Also note that the prescription is not unique on drifts, as
" = 0. We use the parallel-transported 7i from the last
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curved section in these cases; by convention, we start our
beamline with ¢(0) || zL.» ad 77(0) || yLab-

Generalized Dipoles

It is now possible to rotate Bending magnets around the
axis of the incoming particle by an arbitrary angle. This
makes TraFic? fully three-dimensional, as the movement
of the orhit particleis not restricted to a plane any more.

Furthermore, a dipole can be tilted upward and down-
ward, i. e., rotated around the curvature vector. This turns
the trgjectory of the orbit from a circular arc into a helix
segment; this generalization might be useful for studying
the behavior of bunches moved out of the radiation cone of
their own CSR by such an arrangement.

Also, the magnet's entry and exit faces may be rotated
away from a sector-bend setup; the (de)focusing effectsin-
duced by fringe fields components occurring by tilting the
magnet and its faces in the = and y phase-space planes,
resp., is modeled by sandwiching the dipole between thin-
lens (de)focusing elements. Neighboring wedge elements
of the same strength, but opposite signs, are canceled au-
tomatically. Neighboring dipoles need to have compatible
exit and entry faces; otherwise, an arbitrarily small drift
space in between is required.

OBSERVER GRIDS

Sometimes it is of interest to calculate the fields due to
CSR not only within the bunch, but at observation points
far away from the bunch. TraFi c now alows to specify
such observation points. It is most convenient to do that
with reference to the beam-line coordinates. A new beam-
line element type ObserverGrid was introduced for this
purpose; it has parameters N, tmina tmaw;nsa Smins Smawz;
Nz Tmins Tmazs Ny Ymin, Ymazs 6& ﬁ:ﬂa ﬁ’g It will cre-
ate four-dimensional lattice of size n:, ng,ng,ny, span-
ning the spacetime interval [t,in, tmaz] ® [Smin, Smaz] ®
[Tmin, Tmaz] @ [Ymin, Ymaz], Where ¢ refers to the labo-
ratory time and s, x, y refer to the local tangential, radial,
and transverse direction, resp. The observation grid moves
with a speed of cﬁ The quantities calculated are the total
force per charge E + ¢f x B and the energy change per
charge E. 6 An arbitrary number of ObserverGrids can
be defined.

Fig. and show field profiles over time and transverse
(i. e., perpendicular to the curvature of the magnet) coordi-
nates in the middle of adipole of curvature 1/m and length
2m. The 100 x 100 grid was specified by writing the beam-
lineas



Proceedings of the 2003 Particle Accelerator Conference

param Beamline=Group(Bend(1., 1.),

bunches. TraFiC* knows three kinds of bunches: gener-

ObserverGrid(100, -bunchlength, 5.*bunchlength, ating bunches, comprising weighted, smoothed-out macro

1, 0., 0.,
1, 0., 0.,
100, -bunchlength, bunchlength,
0., 0., 0.
),
Bend(1., 1.)
));

Thefirst field profile is due to a Gaussian bunch, the sec-
ond is caused by arectangular bunch, softened by a Fermi-
Dirac distribution.
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Figure 1: Field vs. time, transverse offset plot Beam pa-
rameters. £ = 150MeV,Q = 1.0nC, 0, = 3mm, o0, =
0s/10
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Figure 2: Same as, but for an ailmost rectangular charge
distribution (softened by a Fermi-Dirac distribution with
T=1/15)

BUNCH SETUP

One of the biggest hurdles to successfully use TraFi ct
in its previous versions was the awkward way of setting up
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particles which generate the fields and may or may not
move under the influence of their own fields, depending
on whether or not the user expects these effects to be im-
portant; optical bunches, which do not generate fields, but
feel the perturbations of the fields caused by the generating
bunch(es), and sampling bunches, which sample the fields
of the generating bunches, but are not influenced by them
(they can be viewed as co-moving ObserverGrids).

Generating bunches consist of one-, two-, or three-
dimensional extended Gaussian charge distributions whose
centroids are tracked according to the magnetic lattice
and possibly the bunch’s fields. All other bunches com-
prise point particles, which can bear a charge (or statistical
weight), which will be used in calculating collective quan-
tities such as dissipated power, rms values, Twiss parame-
ters. As sampling and optical bunches do not contribute to
the fields, their setup needs not coincide with the setup of
the generating bunch(es), so they can be used to study the
behavior of sub-ensembles of the bunch.

A bunch in TraFiC% is now set up by specifying a parti-
cle class (point, pencil, sheet, or cylinder) and a Generator.
A Generator is a sequence of extendend phasespace vec-
tors (extended meaning 6 phasespace coordinates + 1 sta-
tistical weight); pre-defined generators are cartesian Grids,
quasi-random sequences, and input from a text file. Gen-
erators can be transformed into new Generators using a set
of predefined functions (transform to beam ellipses with
given Twiss parameters, Scale, Shift, transform to gaussian
normal distribution), Selectors (first n particlesfrom agen-
erator, particles lying on either side of a hyperplane), and
arbitrary user-defined functions. All transformations can
be concatenated, allowing for high flexibility in populating
the bunch.

SELF-CONSISTENT CALCULATIONS

TraFiC# has been augmented by a new algorithm for
self-consistent calculations. The user now has the choice
of two algorithms:

e A “pong” agorithm, in which two initially identical
copies of the generating bunch correct their trajecto-
riesby applying thefield of the respective other bunch.
Thismutual correction isrepeated auser-defined num-
ber of times for each timestep. The deviation of the
copies' trgjectories give a rough estimate of the error
made in the process. This algorithm, however, some-
times will converge only for ungainly small timesteps
or high particle numbers|].

e A sdf-correcting algorithm, in which all fields of a
bunch on itself in a given timestep are collected and
subsequently applied at once to all particles. The
trajectories are then corrected up to the end of the
beamline, and the process repeats (again, the number
of iterations is user-defined) or advances to the next
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timestep. This does not give an error estimate, but
avoids having macroparticles of the generating and re-
ceiving bunch have avery small but finite distance (as
generating and receiving bunch coincide).

OTHER NEW FEATURES
Memory Requirements

Memory requirements for TraFi c? have drasticaly re-
duced, as a number of quantities that had to be stored in
the previous version are now computed on the fly and dis-
carded. This was made possibly by an overall restructur-
ing of the code. The asymptotic memory requirements are
now 11xsizeof (double)+ sizeof (voidx) (=92 bytes
on most machines) per particle and timestep, as opposed to
234 bytesin previous versions.

Load Balancing

The automatic load balancing in the multi-processing
version has been improved. TraFiC# allows for the auto-
matic distribution of particles to processors according to
the measured speeds in previous timesteps. The load bal-
ancer will react to changes in speed according to a user-
selectable inertia. Moreover, the load balancer associated
with each bunch and ObserverGrid can learn from the
speed behavior of calculations for bunches treated before,
distributing particles accordingly.

Documentation and Source Code

The documentation of the user interface and tracking
part has been vastly extended [13]. Also, the class struc-
ture of the tracking part has been extensively documented,
which should make it possiblefor programmersto add their
own element types or transformer functions [14, 15].

The source code for TraFiC# is available from [16].
TraFic? requires arecent, ANSI-compliant C++ compiler,
aFortran 77 compiler, some components of the “boost” ex-
tension library [17], and an MPI multiprocessing library.
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