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ABSTRACT

The Central Control System (CCS) of TRIUMF's 500 MeV cyclotmams on clustered
Alphaservers using Hewlett Packard's (HP) OpenVMS. RecdidBRy announced their
intention to standardize their new servers on Intel's 64-bituitarprocessor (164). To test
OpenVMS on Itanium at TRIUMF, an 164 based server was purchasgedoafigured in an
existing OpenVMS cluster. This new server was setup withl alévelopment environment.
Hardware issues for connecting to the cluster, to fibre chaisk$, and to proprietary
hardware interfaces were resolved and then software applicafithe CCS were ported to
the new hardware platform. In addition to porting the existing soéwsupport was added
for symmetric multiprocessing (SMP). The issues of hardwack software configuration,
software porting, and performance are discussed, and tladdssarned are described.

INTRODUCTION

The TRIUMF Central Control System has seen many changesthmdgyclotron’s first
beam production in the 1970s. Initially the CCS used Data GeneratNayaecomputers
running a stand-alone real-time operating system called NARS.Was ported to a Digital
VAX cluster environment running VMS in the early 1990s[1].

The evolution continues in the OpenVMS cluster environment. With aheching of
newer, more powerful machines, VAX-only clusters became VAphA mixed clusters, then
to Alpha-only clusters. HP has announced the planned retirement Alptieservers and its
move of their 64-bit servers to the Intel 64-bit Itanium Fam@ywen that the Alpha was
going end-of-life, we decided to explore migrating the Cent@it®| System to the new
[tanium platform.

For the migration to be successful, it has to satisfy segeas. Firstly, it has to be
transparent. By this we mean that applications should have the &@ok and feel,
independent of the hardware platform. Secondly, the migration camoat any loss of
scheduled beam production or require any significant scheduled downtstéy, it has to
provide acceptable performance. Preferably, the migratidnvaiétinvolve incorporating an
Itanium server into an existing production Alpha cluster, and theahugily moving towards
Itanium-only clusters. The first step was to get an Itartased computer and set it up in our
environment. Once the hardware and software infrastructaseiwplace, the task of porting
the required software followed. The present situation is thath#ndware and software
infrastructures are in place and functioning well, and many of ppéications have been
ported.

ENVIRONMENT

Clustering

Before we had Itaniums or Alpha-only clusters, we ran mixed complusters that had
both VAXes and Alphas. At that time we developed the environmentpjoost applications
for multiple hardware architectures in a transparent manner. Veheapplication was
activated or used, you could not tell whether you were on an Alpaa/ax except perhaps
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from the performance. A single source code was used for apficprograms. Multiple
source codes, one for each hardware architecture, were requiradréry small amount of
low-level code that depended on the hardware 10. It was ouedesuse this mixed cluster
approach with only a single source code for our applications in lfffeAtanium clusters.
The previously used techniques for directory structure and imageatamti were again
employed.

Software

Because the Itaniums were new products, production-level casene initially available
in a number of areas but the software vendors were helpful bydprg\Beta releases of
OpenVMS (from HP), the TCPIP software (Multinet from Proc&sdtware), and the
messaging software (BEA MessageQ from BEA). Oraclads presently available for
OpenVMS on Itanium but is scheduled for release in the firatteuof 2006. Production
versions of OpenVMS (version 8.2)[2] and Multinet (version 5.1l)ewasvailable part way
through our porting.

The X Windows is done using the normal OpenVMS techniques and is suppoered ov
TCPIP, DECnet, and LAT transports.
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Figure 1 CCS hardware configuration

On the hardware side, an HP Integrity rx2600 server was us#uefporting. It has 2 Intel
Itanium processors running at 1.4GHz with 1.5 MB of cache and 4 G®wfory. OpenVMS
V8.2 is installed as the operating system. The Itanium mseksI"EPIC” (Explicitly Parallel
Instruction Computing) architecture. It relies heavily on the gitars to handle instruction
scheduling and requires an increased number of registerex&omple, the Itanium has 128
general registers compared to the Alpha’s 32.

The rx2600 server has 4 64-bit/133 MHz PCI-X slots. The excluseeof PCI-X slots
initially caused a problem for our development. TRIUMF's PCI &MAC executive crate
interface requires a 5 volt PCI slot and the rx2600 had only 3.3letét The solution to this
issue was the purchase of a PCI-X to PCI expansion chassisMagmal[3]. Using the
Magma expansion chassis, connections to the cyclotron’s CAMAEmnsgavere established.
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The rx2600 was initially run standalone (not in a cluster) to minintze impact of
software related crashes during the development of the drivérdefteare. Eventually the
rx2600 was incorporated into our existing, Alpha-only, OpenVMS Develop@iester. The
rx2600 was connected to the fibre channel raid disks, to thetbgengt, and to the Controls’
Ethernet so that it had the same hardware infrastructutfeeaslphaservers (figure 1). The
fibre channel host bus adapter was a new model because theavaitile for the Alphas is
not supported on Itanium. The rx2600 comes with support for two Ethemeéctions, one
of them with gigabit.

The console of the rx2600 is a complex interface that was found hetuser friendly.

SOFTWARE PORTING

The majority of the Central Control System's programs aittewrin Fortran, C and C++.
Functionally, they can be divided into three categories: Hightapplications, logical device
support and low-level CAMAC access support.

High-Level Applications

Relatively few problems were encountered while migrating higi-level applications.
Programs that compiled successfully using the latest versioongpilers in Alpha generally
had very little problem in compiling and linking in the Itanium[#he resulting object files
and executable images are larger in size, typically daulkilgple that of the Alpha's.

One issue is the floating-point representation in the Itaniuni{$Jarchitecture supports
IEEE floating point format only. The Alpha supports VAX F, G, anflddting-point formats
and IEEE formats in hardware, but uses VAX formats by defdhlis means a format
conversion is necessary if a floating-point data is being sawetisk using VAX format and
later expected to be used in IEEE format.

One such example is the CCS data logging utility. It currenitg in an Alpha and saves
the data onto the disk in VAX format. For the read-back proghainrtins in the Itanium, it
needs to perform the conversion while reading in the data. Theeh®ved by setting
CONVERT="VAXG' in the Fortran OPEN statement. Another optithrqugh less efficient, is
to use the /FLOAT in compiling the program. This means run-tode is used for the
conversion.

Logical Device Support

For logical accelerator-device support, multiple layerstareable images are deployed.
Again, the experience has been that very few problemersreuntered. A floating point
format related issue is that for some run-time library nmgtithat take a float-point argument,
the type of floating point format needs to be specified. Amga is the LIBSWAIT run-time
routine. The default float-type is F_floating. For this routineuto properly on the Itanium
using the IEEE floating-point format, the third argument (calledtftype) must be set to
LIBSK_IEEE_S or LIB$K_IEEE_T. Failure to do this resultsan incorrect wait duration.

Low-Level CAMAC Access Support

The low-level CAMAC access support consists of two modules: awrgéen system
service and a CAMAC device driver. Together they handle &etvio the multiple executive
crate CAMAC system.

The user-written system service (UWSS) is basically idilgged shareable image. It
provides standard IEEE calls such as CDREG and CFSA as svkdiver level hardware-
register access to the CAMAC interface. Its porting po$ed biggest challenge for the
software migration to ItaniunA similar task was undertaken when this code was ported from
OpenVMS 32-bit VAX assembler code to OpenVMS 64-bit Alpha C cBdeing the Alpha
C code to Itanium C code was considerably less work.
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The Alpha version of the UWSS uses the 10 address mapping appiOadyisters are
mapped into memory space and register access is treatesh@sa@y cycle. Since the PCI
device control registers are assigned to the swizzle sgabe PCl memory, their locations
are platform dependent. This version also only supports the uni-proessmnment. To
prevent other processes interrupting during a CAMAC cycle, tharitpr level of the
executing process is raised to the highest level (31) duringethered part of the CAMAC
cycle.

For the Itanium, the UWSS was modified to use the platform indepef@€$SREAD_10
and IOC$WRITE_IO calls for the PCI access. To support the ggritinmultiple processor
(SMP) environment, merely raising interrupt priority levelL{l®on the local processor to
block other activities is not enough, so a device lock is useghtthgnize device access for
multiple processors. This is done by calling the DEVICE_LOCK B&EYICE_UNLOCK
system calls with the appropriate device lock ID. This dyoapinlock has to be allocated
from the nonpaged pool memory when the UWSS was first installed

Since the CAMAC cycle is executing under kernel mode in eldv&tk, in this case IPL
21, page faulting is not allowed during that time. Together withfabethat the UWSS is
installed as writable for gathering run-time diagnostic daizking the whole image, even
though much simpler, is not an option. Care is taken to ensure thatants dequired to be
paged in during the CAMAC cycle. During performance testing,nine version of the
UWSS is found to be 50% fast than the current UWSS versiaxémuting the CFSA call.

The second component is a CAMAC device driver, which handiesmtoming CAMAC
interrupts generated by the CAMAC modules[6]. The TRIUMF R@1-CAMAC hardware
interface is auto-configured during boot time with information stoie the file
SYS$SYSTEM:SYSSUSER_CONFIG.DAT. The device driver's pgrtivent quite smoothly,
only the device name needed to be modified. In the Alpha, the 8a@MAO. In the Itanium
the device name CMxx was already taken, so the new naA®@ \Jas chosen.

Third Party Software

The Central Control System uses some third party software pspdashely, Oracle for
handling the device database, BEA MessageQ for inter-compumégr-process
communication and MultiNet for the TCP/IP environment. As mentioearlier, a beta
release of BEA MessageQ and a production release of Mulneetvailable. So far, no
problems have been seen with software that uses these prodwttsmpile and relink of our
applications has run normally. When Oracle for OpenVMS ltarimiavailable it will be
tested.

PERFORMANCE

We are currently satisfied with the performance thatAlphas provide in running our
applications. Clearly, faster performance is better but aatndg to Itaniums should provide
at least similar performance to the Alphas. Overall pedmica comprises many aspects
including components such as 10 times to accelerator devicesacliglss times, internal
processing times, the operating system’s multitasking oadrtienes, ethernet performance,
etc. We operate in an environment where the two primary Alphasetypically run more
than 200 processes each and these processes do a mixture ohircedasice access 10,
calculation, display 10, and disk 10. Accelerator deviceeasgerformance is an important
issue. Device access, in our case to CAMAC, can be viewed the perspective of having
two components, the hardware 10 time, and the internal CPU prugéisse. The hardware
IO time is determined in part by the external hardware, and pghusally independent of
processor type. The internal CPU processing time is stqotigessor dependent. We do
device access at two levels, a faster low-level ac(@6SA) which is specified by the
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geographic address, and a higher object oriented level which ifexbby the device and its
channel type. The higher-level call uses the lower levkl ca

CAMAC hardware cycle timing data has been collected intireum server and an Alpha
server. The Alpha is a DS10L with a clock rate of 617 MHz argimilar to the DS10s that
we use in our Production Cluster. The results are shown in Table 2. &sdexpected, the
PCI expansion chassis has added some overhead for each CAMASS &s shown. The
CAMAC cycle hardware time for the rx2600 Itanium server veas#l to be slower than that
of the Alpha DS10L but is still considered acceptable. We expecltanium cycle time to
improve when a new interface, which is under development, is etedplThe new interface
takes advantage of the Itanium’s 64-bit PCI-X 10 bus.

Server Type Read Write Test Software LAM
Timeout Handling
rx2600 (Itanium) with PCI Expansion Chassis 17.1 .518 9.5 552 74.6
DS10L (Alpha) with PCI Expansion Chassis 139 | 11.8 6.4 549 52.2
DS10L without PCI Expansion Chassis 9.0 |5.1 4.7 337 44.0

Table 1: CAMAC cycle hardware timing (units in microseconds)

Server Type Read Write Test
rx2600 (Itanium) with PCI Expansion Chassis 27.0 .630 21.7
DS10L (Alpha) with PCI Expansion Chassis 22.5 22.6 17.3
DS10L without PCI Expansion Chassis 16.1 12.7 14.4

Table 2: CFSA call timing (units in microseconds)

To explore the performance issues of using symmetric multipsocesystems, throughput
measurements in the Itanium and Alpha servers were carrieshdware shown in Table 3. As
more CAMAC processes are made to run simultaneously, theiesf€ESA READ time in
the Itanium server decreases and becomes comparable to timatx$10L. This is the result
of optimization of the CAMAC 10 operations with the dual processotise rx2600 and each
processor executing its own instruction stream.

Number of concurrent Camac processes 1 2 3 4 5
rx2600 effective CFSA timing 27.2 215 21.4 21.1 1.2
DS10L effective CFSA timing 23.6 23.3 23.0 23.2 23.
rx2600 effective device access timing 36.0 26.5 326. 26.0 25.8
DS10L effective device access timing 40.0 39.7 38.5 38.6 38.6

Table 3:Throughput measurement (units in microseconds)
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Because we operate in a multiprocess environment, we areufaiti concerned with the
overall throughput. The dual processor Itaniums provide a higheriedf¢lstoughput, that is
a lower effective cycle time, than our Alphas. The Alphas wal$so benefit by being dual
processor. For us, the important issue is that this Itanium aanderacceptable overall
throughput. In general applications with activities such as dskcbmputation, and then
display 10 (X windows), we found the Itanium rx2600 to be between 268075% faster
than the DS10s. This comparison is not meant to compare Alpddsaaiums in general but
just our present situation.

FUTURE WORK

We expect that the performance of our IO can be improved by takiremtage of the
Itanium’s 64-bit PCI bus. Using the wider bus we can change thi@phaulegister writes to
just one write and the multiple register reads to just one Téasl.requires a redesign of our
PCI-to-CAMAC hardware interface and that project is underway.

Oracle related applications will be tested and their performexamined when Oracle for
OpenVMS ltanium becomes available.

Because the porting has proceeded well, the remaining applicatlbrdso be migrated
to the Itanium platform.

SUMMARY

An rx2600 Itanium server was purchased and configured in an existing OigeoNster
in the TRIUMF’s Central Control System. This new server setsp with a full development
environment. The PCI-X IO slots in the rx2600 were not compatiiite WRIUMF’s PCI to
CAMAC interface but an expansion chassis solved this problem.

Software porting is progressing well. A new version of CAMACess system routines
was written to take advantage of the SMP architecturéefittnium server. The resulting
CAMAC timing for a single process is found to be slower thaat of the Alpha DS10L.
However, this is made up by the increased CAMAC IO throughjitiat tive dual processor
capability.

Porting software from OpenVMS Alpha to OpenVMS Itanium was foongstially be just
a recompile and relink. There were some issues relatdgk tiiolating-point formats and the
low-level device access software was significantly modifiehe last issue was the rx2600’s
console which is not user friendly but can be used.

Overall the porting has gone well and further movement imiigeation will be pursued.
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