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Abstract

We developed a high-order algorithm in time for
our spectral-element discontinuous Galerkin time-domain
electromagnetic code NekCEM. High-order spatial approx-
imations are known to be the most efficient scheme guar-
anteeing a certain level of accuracy after long simulation
time due to less numerical dispersion. We investigate
an explicit type time stepping method, exponential time-
integration method, based on Krylov approximation which
can possibly accel efficiency by allowing larger time step
size with the total number of timestep reduction for accel-
erator applications. Computational results are compared
to those by the fourth-order Runge-Kutta method that has
been widely used for high-order spatial operator for the
Maxwell’s equations. We demonstrate the parallel per-
formance of the high-order time-integration scheme up to
8,192 processors achieving efficiency of 72%.

INTRODUCTION

The electromagnetic solver NekCEM [1] is an Argonne-
developed high-order Maxwell solver that employs a
spectral-element discontinuous Galerkin (SEDG) scheme
based on body-fitted hexahedral meshes [2, 3]. We have
previously shown wakefield calculations using the fourth-
order Runge-Kutta (RK4) time stepping method for the
SEDG scheme [4, 5]. Here we discuss an efficient high-
order time integration technique based on the Krylov sub-
space approximation [6] which allows larger timestep size
as the dimension of the approximation space increases. We
demonstrate some computational results of this method for
accuracy and efficiency in comparison to the fourth-order
Runge-Kutta method. Parallel performance on the high-
order time integration method will be demonstrated.

FORMULATIONS

This section describes the governing equations, discon-
tinuous Galerkin formulation, and spectral discretizations
in space.

Maxwell’s Equations

We consider the Maxwell’s equations defined as

Q
∂q

∂t
+∇ · F(q) = S, (1)
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where the field vector q and the flux F(q) are

q =

[
H
E

]
, F(q) =

[
FH

FE

]
=

[
ei ×E
−ei ×H

]
(2)

and the source term and material properties

S =

[
0
−J

]
, and Q = diag(μ, μ, μ, ε, ε, ε), (3)

where E = (Ex, Ey, Ez)
T , H = (Hx, Hy, Hz)

T , and J
represent the electric, magnetic, and current fields, respec-
tively, with the free space permittivity ε and free space per-
meability μ.

The SEDG Approximations

We consider the computational domain Ω with non-
overlapping hexahedral elements Ωe such that Ω =
∪E
e=1Ω

e. We have a weak formulation defined on each Ωe

as in [4, 5]
(
Q
∂q

∂t
+∇ ·F(q) − S, φ

)
Ωe

= (n̂ · [F− F∗], φ)∂Ωe .

(4)
where the numerical fluxes F∗ can be chosen as in [3].

We seek the local solutions of the fields in the form of
qN on each Ωe defined as

qN (x, t) =

N+1∑
i,j,k=1

qijkψijk(x), (5)

where qijk is the solution at x=(xi, yj , zk) on Ωe, and
ψijk=li(ξ)lj(η)lk(γ) where li is the one-dimensional Leg-
endre Lagrange interpolation polynomial of degree N as-
sociated with the N + 1 Gauss-Lobatto-Legendre quadra-
ture nodes [2]. For simplicity, we describe the scheme with
no source term in (4). We plug (5) into (4) with a local
discontinuous test function φ = ψijk and apply the Gauss-
Lobatto quadrature for the spatial integration and obtain a
semi-discrete scheme as

μM
dHN

x

dt
= −(DyE

N
z −DzE

N
y )−R(HN )x, (6)

μM
dHN

y

dt
= −(DzE

N
x −DxE

N
z )−R(HN )y, (7)

μM
dHN

z

dt
= −(DxE

N
y −DyE

N
x )−R(HN )z, (8)

εM
dEN

x

dt
= (DyH

N
z −DzH

N
y )−R(EN )x, (9)
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εM
dEN

y

dt
= (DzH

N
x −DxH

N
z )−R(EN )y, (10)

εM
dEN

z

dt
= (DxH

N
y −DyH

N
x )−R(EN)z , (11)

where the mass and stiffness matrices are defined as

M = (ψijk , ψîĵk̂)Ωe ,Dx =

(
∂ψijk

∂x
, ψîĵk̂

)
Ωe

, (12)

Dy =

(
∂ψijk

∂y
, ψîĵk̂

)
Ωe

,Dz =

(
∂ψijk

∂z
, ψîĵk̂

)
Ωe

(13)

and the surface integration as

R(HN) =
(
n · [FH − F ∗

H] , φîĵ

)
∂Ωe

, (14)

R(EN) =
(
n · [FE − F ∗

E] , φîĵ

)
∂Ωe

. (15)

EXPONENTIAL TIME INTEGRATION

We study a Krylov-type high-order time integration
method based on the Arnoldi algorithm for solving the
Maxwell’s equations. Recall the semi-discrete SEDG
scheme defined in (6)-(11) that can be expressed by a sys-
tem of ordinary differential equation as

q′(t) = Âq(t), t > 0, (16)

where q(t) = (q1, q2, ..., qn)
T is a vector and Â is a time-

independent matrix of n × n. The analytic solution of
Eq. (16) can be written as

q(t) = eÂtq(0). (17)

Then the solution at (n̄+ 1)Δt can be expressed as

qn̄+1 = eÂΔtqn̄, (18)

where qn̄ = q(n̄Δt) for t = n̄Δt and n̄ = 0, 1, 2, ....
We examine an explicit-type scheme for solving the lin-

ear systems approximately by using an iterative method.
Letting A = ÂΔt and q = qn̄ for simplicitty, the exponen-
tial term can be expanded in a Taylor series as, so that we
have

eAq = q +Aq +
A2

2!
q +

A3

3!
q + ... (19)

We consider the Krylov subspace of dimension m,
Km(A, q), approximating all possible polynomial approx-
imations of degree at most m − 1 including the truncated
Taylor series,

Km(A, q) = span{q, Aq,A2q, ..., Am−1q}. (20)

We seek a solution eA q ≈qn+1 ∈Km(A, q). The Arnoldi
process [6] generates an orthonormal basis which can rep-
resent an element approximating eAq. The Arnoldi process
is defined as follows.

Arnoldi Process

1. Compute v1 = q/‖q‖.

2. for j = 1, ...,m

(a) w = Avj .

(b) Do i = 1, ..., j

i. hi,j = (w, vi)

ii. w = w − hi,jvi

(c) Compute hj+1,j = ‖w‖2 and vj+1 = w/hj+1,j

while hj+1,j �= 0

The Arnoldi algorithm can be summarized as

Vm+1H̄ = AVm, (21)

where H̄ = [hi,j ] ∈ R(m+1)×m is an upper Hessenberg
matrix. Defining Hm = [hi,j ] ∈ Rm×m by deleting the
(m+ 1)-th row of H̄, we can write Eq. (21) as

VmHm + hm+1,mvm+1e
T
m = AVm, (22)

where em is the m-th unit vector in Rm. We multiply V T
m

with (22) and then the second term in the left-hand side of
Eq. (22) becomes a null matrix due to that Vm is an orthog-
onal matrix and we have V T

mVm = I for an m ×m iden-
tity matrix I since the Arnoldi vectors vj are orthonormal,
which leads to the following relation

Hm = V T
mAVm. (23)

Thus we can write eAq ≈ Vme
HmV T

m q. The large size of
matrix exponential eA of dimension n × n is reduced to a
lower-dimensional matrix exponential calculation eHm of
dimension m×m with the Krylov subspace projection.

For computing the matrix exponential eHm , we obtain
eigenvalues of Hm using available library packages and
compute ordinary exponential function with the eigenval-
ues.

COMPUTATIONAL RESULTS

This section demonstrates the efficiency of the exponen-
tial time-integration algorithm with SEDG scheme includ-
ing parallel performance.

Convergence and CFL Increment

We present the study on the convergence of the SEDG
exponential time integration method. In Figure 1, the top
figure shows spatial convergence with a fixed m=11 and
timestep size. Depending on different resolution of the
meshes, the errors decay exponentially as the spatial ap-
proximation order N increases. The bottom figure demon-
strates the error behaviors depending on the approximation
order in time m for a fixed resolution, provide with com-
parison to the RK4. The CFL number is increasing as m
increases. We also observe that a higher order approxima-
tion in time allows a larger CFL number at a certain level
of accuracy.
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Figure 1: Spatial convergence (top) and temporal conver-
gence (bottom) for m=5,7,9,11, in comparison to RK4 for
the SEDG exponential time integration method.

Table 1: Parallel efficiency with E=223, N=16, the total
number of grid points N=E(N + 1)3 for a fixed order in
time with m=7 after 100 timesteps for the number of pro-
cessors p=2,048, 4,096, and 8,192 with the number of grid
points per processor N /p.

Proc N /p CPU(sec) Ideal(sec) Efficiency
2,048 25,543 7.085E+01 – –
4,096 12,771 3.418E+01 3.542E+01 1.36
8,192 6,385 2.429E+01 1.771E+01 0.72

Performance

We demonstrate the efficiency of the exponential time-
integration algorithm with SEDG scheme. We consider
the case with the temporal approximation order m=7 for
the number of elements E=223 and the spatial approx-
imation order N=16 whose total number of grid points
are N=53,313,624. We perform strong-scaling test on Ar-
gonne Blue Gene/P for the number of processors p=2,048,
4096,8192. Figure 2 shows the speedup depending on the
processor counts. Table 1 shows the number of grid points
per processor and efficiency.
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Figure 2: Parallel scalability for the SEDG exponential
time integration scheme with m=7 for the total number of
grid points E(N + 1)3=53,313,624 with E=223, N=16.

CONCLUSIONS

We have demonstrated an explicit-type high-order time-
integration algorithm based on the Krylov subspace ap-
proximation for the semidiscrete form of the SEDG
scheme. We show that one can take larger timestep size as
the approximation orderm increases so that computational
cost can be reduced. We demonstrate some comparisons
with RK4, provided with parallel efficiency for large-scale
computing.
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